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#### Abstract

The scattering of a scalar plane wave by a totally reflecting sphere (hardcore potential) at high frequencies is treated by a modified Watson transformation. The behavior of the solution both in the near and far regions of space is discussed, as well as the accuracy and domain of applicability of the WKB approximation and classical diffraction theory. It is shown that different transformations are required in the forward and backward half-spaces, and corresponding integral representations for the primary wave are derived. The transformations are rigorously proved and the convergence of the residue series is discussed. In the shadow region, the physical interpretation of the complex angular momentum poles in terms of surface waves is in agreement with Keller's geometrical theory of diffraction. In the lit region, sufficiently far from the shadow boundary, the WKB expansion for the wave function is confirmed up to the second order. On the surface of the sphere, Kirchhoff's approximation is accurate, except in the penumbra region, where the behavior is described by Fock's function. The diffraction effects in the neighborhood of the shadow boundary are investigated and the corrections to classical diffraction theory are obtained. The shift of the shadow boundary is evaluated. The expression for the wave function in the Fresnel-Lommel region is derived and applied to the discussion of the Poisson spot and the behavior near the axis. The total scattering amplitude is evaluated for all angles, including the neighborhood of the forward and backward directions. The corrections to the forward diffraction peak and the transition to the region of geometrical reflection are discussed. The modified Watson transformation is also applied directly to the scattering amplitude. The connection between representations valid in different regions is established.


## I. INTRODUCTION

The problem to be considered is the scattering of a scalar plane wave by a totally reflecting sphere at high frequencies. This means not only that $k a \gg 1$, but also that $(k a)^{1 / 3} \gg 1$, where $k$ is the wave number and $a$ is the radius of the
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sphere. It will be attempted to make the treatment both rigorous and comprehensive, including a discussion of the near and far regions and a comparison of the results with the WKB approximation and classical diffraction theory.

The wave function can be interpreted either as the velocity potential of sound waves, corresponding to an acoustically soft sphere, or as the Schrödinger wave function in nonrelativistic quantum mechanics, in which case it corresponds to a hard-core potential. In both cases, the boundary condition is the vanishing of the wave function on the surface of the sphere. There is no difficulty in extending the treatment to a vector wave field, so as to represent electromagnetic scattering from a perfectly conducting sphere.

This is perhaps the simplest problem involving a finite size scatterer, and its exact solution in the form of a partial-wave series has been known for a long time. It is also well known that this form of the solution becomes useless at high frequencies, because of the large number of terms one would have to keep in order to get a good approximation.

The way out of this difficulty was proposed by Watson (1), who transformed the partial-wave series into a "residue series," which is rapidly convergent at high frequencies. Several applications of this transformation to the theory of radio wave propagation around the Earth were made by Van der Pol and Bremmer (2).

Watson's procedure applies only to the shadow region behind the sphere, and not to the lit region. An extension of the treatment to the lit region was made by Fock (3) and later reformulated by Franz (4, 5).

As will be shown in Scetion VI, this treatment is also incomplete, for it does not apply to the backward half-space. A certain amount of confusion seems to exist in the literature concerning the application of Watson's transformation in the lit region.

Recently, interest in Watson's transformation has been renewed, in connection with Regge's work on complex angular momentum in potential scattering and its applications to elementary-particle physics (6).

In view of this, as well as of its intrinsic interest, a reexamination of the totally reflecting sphere problem seems warranted. Since this is the simplest problem of its kind, it should also serve as a model for the extension to more complicated situations, such as different refractive indices and different shapes. The case of a transparent sphere, which has numerous applications to optics and nuclear physics, will be treated in a subsequent paper.

In the present work, Watson's transformation will be reformulated in such a way that it becomes applicable both in the forward and in the backward halfspace, and in particular in the neighborhood of the forward and backward directions. For this purpose, new integral representations of the primary wave will be derived in Section II.

A rigorous proof of Watson's transformation and the convergence of the residue series will be given in Sections III and IV. The physical interpretation of the results in the shadow region will be discussed in Section V. In Section VI, the nearby lit region, excluding the neighborhood of the shadow boundary, will be considered. It will be shown that the solution in this region agrees with the WKB approximation up to the second order.

The diffraction effects arising in the transition between lit and shadow regions will be examined in Section VII, where the results derived from the exact solution will be compared with classical diffraction theory. The shift of the shadow boundary will also be investigated.

At greater distances from the sphere, but still in the near region, the wave function resembles the classical solution to the problem of diffraction by a circular dise, as will be shown in Section VIII. The well-known Poisson spot effect, as well as the behavior near the axis, will also be studied. Finally, in Section IX, expressions for the scattering amplitude in all directions will be derived.

The main results and conclusions derived from the present treatment will be summarized in Section X. Some of them are not new, but have been included here for completeness. The basic mathematical tools employed will be presented in Appendices A to F.

## II. WATSON'S TRANSFORMATION

## A. The Total Wave Function

Let the incident plane wave be given by

$$
\begin{equation*}
\psi_{i}(r, \theta)=\exp (i k r \cos \theta)=\sum_{l=0}^{\infty}(2 l+1) i^{l} j_{l}(k r) P_{l}(\cos \theta) \tag{2.1}
\end{equation*}
$$

where $j_{l}$ is the spherical Bessel function of order $l$ and $P_{l}(\cos \theta)$ is the $l$ th Legendre polynomial.

The solution of our problem is given by the well-known partial-wave expansion

$$
\begin{equation*}
\psi(r, \theta)=\frac{1}{2} \sum_{l=0}^{\infty}(2 l+1) i^{l}\left[h_{l}^{(2)}(\rho)+S_{l}(\beta) h_{l}^{(1)}(\rho)\right] P_{l}(\cos \theta), \tag{2.2}
\end{equation*}
$$

where the $S$-function $S_{l}(\beta)$ is determined by the boundary condition $\psi(a, \theta)=0$ :

$$
\begin{equation*}
S_{l}(\beta)=-h_{l}^{(2)}(\beta) / h_{l}^{(1)}(\beta), \tag{2.3}
\end{equation*}
$$

and we have introduced the notations

$$
\begin{equation*}
\rho=k r, \quad \beta=k a \tag{2.4}
\end{equation*}
$$

It is well known that at high frequencies one can associate with the lth par-
tial wave an "impact parameter"

$$
\begin{equation*}
p_{l}=(l+1 / 2) / k \tag{2.5}
\end{equation*}
$$

and all partial waves with $p_{l} \lesssim a$ are strongly affected by the scatterer. Thus, the number of terms one has to keep in the partial-wave expansion is of the order of $\beta \gg 1$, so that (2.2) becomes useless at high frequencies.

Watson's transformation is based upon the following formula:

$$
\begin{equation*}
\sum_{l=0}^{\infty} f\left(l+\frac{1}{2}\right)=\frac{1}{2} \int_{C} f(\lambda) \frac{\exp (-i \pi \lambda)}{\cos \pi \lambda} d \lambda \tag{2.6}
\end{equation*}
$$

where $C$ is the contour shown in Fig. 1. This formula can easily be checked by taking the residues of the integrand at the physical (half-integral) values of $\lambda$.

Clearly, there is a large degree of arbitrariness in (2.6). For instance, the factor ( $\cos \pi \lambda)^{-1}$ might have been replaced by any analytic function having poles with the same residues as this factor at the physical points. The only restrictions to which the "interpolating" function $f(\lambda)$ is subject are that it must reproduce $f(l+1 / 2)$ at the physical points and that it must be regular in a neighborhood of the real axis, so that the integral can be computed by residues in the indicated manner. There is usually a wide class of functions satisfying these conditions.

The choice of $f(\lambda)$ is dictated in practice by the requirement of appropriate behavior at infinity in the $\lambda$ plane, since the next step in Watson's transformation will consist in the deformation of contour $C$ away from the real axis. In Field Theory, this leads to a unique continuation, with the help of Carlson's theorem (6).

This result does not apply in the present case. However, only two alternative


Fig. 1. Paths of integration in the $\lambda$ plane.
choices of $f(\lambda)$ will be required. The first one leads to

$$
\begin{equation*}
\psi(r, \theta)=\int_{G} f(\lambda, \beta, \rho) P_{\lambda-1 / 2}(\cos \theta) e^{-i \lambda \pi / 2} \frac{\lambda d \lambda}{\cos \pi \lambda}, \tag{2.7}
\end{equation*}
$$

where

$$
\begin{align*}
f(\lambda, \beta, \rho) & =\frac{1}{2}\left(\frac{\pi}{2 \rho}\right)^{1 / 2} e^{-i \pi / 4}\left[H_{\lambda}^{(2)}(\rho)-\frac{H_{\lambda}^{(2)}(\beta)}{H_{\lambda}^{(1)}(\beta)} H_{\lambda}^{(1)}(\rho)\right] \\
& =\frac{1}{2}\left(\frac{\pi}{2 \rho}\right)^{1 / 2} e^{-i \pi / 4} \frac{g(\lambda, \beta, \rho)}{H_{\lambda}^{(1)}(\beta)}, \tag{2.8}
\end{align*}
$$

with

$$
\begin{equation*}
g(\lambda, \beta, \rho)=H_{\lambda}^{(1)}(\beta) H_{\lambda}^{(2)}(\rho)-H_{\lambda}^{(2)}(\beta) H_{\lambda}^{(1)}(\rho) \tag{2.9}
\end{equation*}
$$

In this expression, $P_{\lambda-1 / 2}$ is Legendre's function of the first kind and we have employed the relation $h_{l}(x)=(\pi / 2 x)^{1 / 2} H_{l+1 / 2}(x)$ between spherical and cylindrical functions.

The other choice is based on the relation

$$
\begin{equation*}
P_{l}(-\cos \theta)=(-1)^{l} P_{l}(\cos \theta) \tag{2.10}
\end{equation*}
$$

which holds for integral $l$, and leads to

$$
\begin{equation*}
\psi(r, \theta)=-i \int_{C} f(\lambda, \beta, \rho) P_{\lambda-1 / 2}(-\cos \theta) e^{i \lambda \pi / 2} \frac{\lambda d \lambda}{\cos \pi \lambda} . \tag{2.11}
\end{equation*}
$$

## B. Poisson's Sum Formula

We shall now consider an alternative transformation, ${ }^{1}$ based on Poisson's sum formula (7), which, for our purposes, may be written as follows:

$$
\begin{equation*}
\sum_{l=0}^{\infty} f\left(l+\frac{1}{2}\right)=\sum_{m=-\infty}^{\infty}(-1)^{m} \int_{0}^{\infty} f(\lambda) e^{2 i m \pi \lambda} d \lambda \tag{2.12}
\end{equation*}
$$

Applying this to (2.2), we get

$$
\begin{align*}
& \psi(r, \theta)=2 \sum_{m=-\infty}^{\infty}(-1)^{m} \int_{0}^{\infty} f(\lambda, \beta, \rho) P_{\lambda-1 / 2}(\cos \theta) \\
& \exp \left[i \pi \lambda\left(2 m+\frac{1}{2}\right)\right] \lambda d \lambda \tag{2.13}
\end{align*}
$$

Substituting $\lambda$ by $-\lambda$ in the integrals for $m=-1$ to $-\infty$ and making use
${ }^{1}$ This transformation seems to have been first employed by Rremmer (2, p. 210). It was subsequently adopted by several authors.
of the properties

$$
\begin{gather*}
P_{-\lambda-1 / 2}(\cos \theta)=P_{\lambda-1 / 2}(\cos \theta)  \tag{2.14}\\
H_{-\lambda}^{(1)}(x)=e^{i \pi \lambda} H_{\lambda}^{(1)}(x), \quad H_{-\lambda}^{(2)}(x)=e^{-i \pi \lambda} H_{\lambda}^{(2)}(x), \tag{2.15}
\end{gather*}
$$

we find that (2.13) can be rewritten as

$$
\begin{equation*}
\psi(r, \theta)=\sum_{m=0}^{\infty} \psi_{m}(r, \theta), \tag{2.16}
\end{equation*}
$$

where
$\psi_{m}(r, \theta)=2(-1)^{m} \int_{-\infty}^{\infty} f(\lambda, \beta, \rho) P_{\lambda-1 / 2}(\cos \theta) \exp \left[i \pi \lambda\left(2 m+1_{2}\right)\right] \lambda d \lambda$.
This result is equivalent to (2.7). In fact, according to (2.14) and (2.15), the integrand of (2.7) is an odd function of $\lambda$, so that the lower half of contour $C$ may be replaced by its reflection about the origin, shown in broken line in Fig. 1. Accordingly, contour $C$ is equivalent to the straight line $D$ located above the real axis. On $D$, the following expansion is valid:

$$
\begin{equation*}
\frac{e^{-i \lambda \pi / 2}}{\cos \pi \lambda}=2 e^{i \lambda \pi / 2} \sum_{m=0}^{\infty}(-1)^{m} e^{2 i m \pi \lambda} \tag{2.18}
\end{equation*}
$$

Substituting this result in (2.7), we are led to (2.16). It will be seen later that (2.16) is a more convenient form for several purposes.

## C. The Incident Wave

We shall now apply Watson's transformation to the incident wave (2.1). The resulting expressions will play an important role later on.

A derivation similar to that of (2.7) and (2.11) leads to the representations

$$
\begin{align*}
e^{i \rho \cos \theta} & =\left(\frac{\pi}{2 \rho}\right)^{1 / 2} e^{-i \pi / 4} \int_{C} J_{\lambda}(\rho) G_{1}(\lambda, \theta) d \lambda  \tag{2.19}\\
e^{i \rho \cos \theta} & =\left(\frac{\pi}{2 \rho}\right)^{1 / 2} e^{-i \pi / 4} \int_{C} J_{\lambda}(\rho) G_{2}(\lambda, \theta) d \lambda \tag{2.20}
\end{align*}
$$

where

$$
\begin{align*}
& G_{1}(\lambda, \theta)=\lambda e^{-i \lambda \pi / 2} P_{\lambda-1 / 2}(\cos \theta) / \cos \pi \lambda  \tag{2.21}\\
& G_{2}(\lambda, \theta)=-i \lambda e^{i \lambda \pi / 2} P_{\lambda-1 / 2}(-\cos \theta) / \cos \pi \lambda \tag{2.22}
\end{align*}
$$

The next step is to deform contour $C$ into a contour that is symmetrical about the origin. For this purpose, we must find the asymptotic behavior of the integrand at infinity in the $\lambda$-plane.

The asymptotic behavior of the cylindrical and Legendre functions is discussed
in Appendices A and C, respectively. According to (A.6),

$$
\begin{equation*}
J_{\lambda}(\rho) \approx\binom{1}{2 \pi \lambda}^{1 / 2}\binom{e \rho}{2 \lambda}^{\lambda} \quad(|\lambda| \rightarrow \infty) \tag{2.23}
\end{equation*}
$$

and, according to (C.8),

$$
\begin{align*}
& G_{1}(\lambda, \theta) \approx(2 \lambda / \pi \sin \theta)^{1 / 2} \exp \left[i \lambda\left(\frac{\pi}{2}-\theta\right)+i \frac{\pi}{4}\right] \quad\left(|\lambda| \rightarrow \infty \text { in } I_{+}\right) \\
& \approx(2 \lambda / \pi \sin \theta)^{1 / 2} \exp \left[-i \lambda\left(\frac{3 \pi}{2}-\theta\right)-i \frac{\pi}{4}\right]  \tag{2.24}\\
& G_{2}(\lambda, \theta) \approx(2 \lambda / \pi \sin \theta)^{1 / 2} \exp \left[i \lambda\left(\frac{\pi}{2}+\theta\right)-i \frac{\pi}{4}\right] \quad\left(|\lambda| \rightarrow \infty \text { in } I_{+}\right), \\
& \approx-(2 \lambda / \pi \sin \theta)^{1 / 2} \exp \left[i \lambda\left(\frac{\pi}{2}-\theta\right)+i \frac{\pi}{4}\right]\left(|\lambda| \rightarrow \infty \text { in } I_{-}\right),
\end{align*}
$$

where $I_{+}$and $I_{-}$denote the upper and the lower half of the $\lambda$-plane, respectively.
It follows from these results that contour $C$ may be freely deformed in the right half-plane, except possibly along directions approaching that of the imaginary axis. To study the behavior along such directions, let us introduce the notations

$$
\begin{align*}
& \sigma=i \exp (i \epsilon)=\exp \left[i\left(\frac{\pi}{2}+\epsilon\right)\right]  \tag{2.26}\\
& \eta=\epsilon \ln |2 \lambda / e \rho| \tag{2.27}
\end{align*}
$$

and let us consider the behavior of the integrand when $\lambda \rightarrow \pm \sigma \infty$ and simultaneously $\epsilon \rightarrow 0$ in such a way that $\eta$ approaches a constant value.

The curves $\lambda=\sigma|\lambda|, \eta \rightarrow-\pi / 2$ and $\lambda=-\sigma|\lambda|, \eta \rightarrow \pi / 2$ for large $|\lambda|$ are shown in broken lines in Fig. 2 and Fig. 3. According to Appendix A, the function $J_{\lambda}(\rho)$ approaches zero to the right of these curves, and so do the integrands of (2.19) and (2.20), so that it suffices to consider their behavior to the left of the curves. In this region, (2.23) to (2.25) imply

$$
\begin{align*}
\frac{\pi}{2}(\sin \theta)^{1 / 2}\left|J_{\lambda}(\rho) G_{1}(\lambda, \theta)\right| & \approx \exp [|\lambda|(\eta+\theta)] \text { for } \lambda \rightarrow \sigma \infty  \tag{2.28}\\
& \approx \exp [-|\lambda|(\eta-\theta+\pi)] \text { for } \lambda \rightarrow-\sigma \infty
\end{align*}
$$

and

$$
\begin{align*}
\frac{\pi}{2}(\sin \theta)^{1 / 2}\left|J_{\lambda}(\rho) G_{2}(\lambda, \theta)\right| & \approx \exp [|\lambda|(\eta-\theta)] \text { for } \lambda \rightarrow \sigma \infty  \tag{2.29}\\
& \approx \exp [-|\lambda|(\eta+\theta-\pi)] \text { for } \lambda \rightarrow-\sigma \infty
\end{align*}
$$



Fig. 2. The path of integration in (2.19) must begin and end at infinity to the right of the shaded regions. A possible path that is symmetrical about the origin is shown ( $\theta<\pi / 2$ ).


Fig. 3. The path of integration in (2.20) must begin and end at infinity to the right of the shaded regions. A possible path that is symmetrical about the origin is shown ( $B>\pi / 2$ ).

It follows from these results that the path of integration in (2.19) may be deformed at will, provided that it stays asymptotically to the right of the shaded regions in Fig. 2. $\Lambda$ symmetric path of integration can be found, as shown in Fig. 2, provided that the corresponding $\eta$ satisfies

$$
\begin{equation*}
\theta-\pi<\eta<-\theta \tag{2.30}
\end{equation*}
$$

which is only possible for $\theta<\pi / 2$.
Similarly, as shown in Fig. 3, a symmetric path of integration can be found in (2.20), provided that the corresponding $\eta$ satisfies

$$
\begin{equation*}
\pi-\theta<\eta<\theta \tag{2.31}
\end{equation*}
$$

which is only possible for $\theta>\pi / 2$.
We shall therefore take (2.19) with the path of Fig. 2 for $\theta<\pi / 2$, and (2.20) with the path of Fig. 3 for $\theta>\pi / 2$. Making the substitution $\lambda \rightarrow-\lambda$ in the integrals from $-\sigma \infty$ to 0 and employing (2.14) as well as the identities

$$
\begin{align*}
J_{\lambda}(\rho)-e^{i \pi \lambda} J_{-\lambda}(\rho) & =-i e^{i \pi \lambda} \sin \pi \lambda H_{\lambda}^{(1)}(\rho),  \tag{2.32}\\
J_{\lambda}(\rho)-e^{-i \pi \lambda} J_{-\lambda}(\rho) & =i e^{-i \pi \lambda} \sin \pi \lambda H_{\lambda}^{(2)}(\rho), \tag{2.33}
\end{align*}
$$

we finally get the integral representations ${ }^{2}$

$$
\begin{array}{r}
e^{i \rho \rho o s \theta}=-\left(\frac{\pi}{2 \rho}\right)^{1 / 2} e^{i \pi / 4} \int_{0}^{\infty \infty} H_{\lambda}^{(1)}(\rho) P_{\lambda-1 / 2}(\cos \theta) e^{i \lambda \pi / 2} \tan (\pi \lambda) \lambda d \lambda \\
\cdot\left(\theta<\frac{\pi}{2}\right) \\
e^{i \rho \cos \theta}=\left(\frac{\pi}{2 \rho}\right)^{1 / 2} e^{-i \pi / 4} \int_{0}^{\sigma \infty} H_{\lambda}^{(2)}(\rho) P_{\lambda-1 / 2}(-\cos \theta) e^{-i \lambda \pi / 2} \tan (\pi \lambda) \lambda d \lambda \\
\cdot\left(\theta>\frac{\pi}{2}\right) \tag{2.35}
\end{array}
$$

the corresponding paths of integration being those shown in Fig. 2 and in Fig. 3, respectively.

## III. THE POLES OF THE S-FUNCTION

In order to deform the path of integration in (2.7) and (2.11) away from the real axis, we need information about the singularities of the integrand in the $\lambda$-plane. The integrand is a meromorphic function of $\lambda$, and its poles are the poles of the $S$-function

$$
\begin{equation*}
S(\lambda, \beta)=-H_{\lambda}^{(2)}(\beta) / H_{\lambda}^{(1)}(\beta) \tag{3.1}
\end{equation*}
$$

${ }^{2}$ An integral representation related to (2.34), but involving trigonometric instead of Legendre functions, was given by Franz and Galle (8).
which are the roots $\lambda_{n}(\beta)$ of the equation

$$
\begin{equation*}
H_{\lambda}^{(1)}(\beta)=0 \tag{3.2}
\end{equation*}
$$

They might be called the Regge poles for the hard sphere problem, although they do not show the typical Regge behavior characteristic of Yukawa-type potentials.

The roots of (3.2) have been discussed by several authors (2, 4, 9, 10). We are only interested in their behavior for large values of $\beta$.

It follows from (2.15) that the roots are symmetrically distributed with respect to the origin, so that it suffices to consider them in the right half-plane. In this region, there exists an infinite number of roots, all located in the first quadrant, close to the curve $h_{1}$ defined by (cf. Appendix A):

$$
\begin{equation*}
\operatorname{Re}\left[\left(\lambda^{2}-\beta^{2}\right)^{1 / 2}-\lambda \cosh ^{-1}(\lambda / \beta)\right]=0 \tag{3.3}
\end{equation*}
$$

This curve is shown in broken line in Fig. 4. It cuts the real $\lambda$ axis at $\lambda=\beta$, at an angle of $\pi / 3$, and tends to become parallel to the imaginary axis as $|\lambda|>\infty$. All the roots are simple (9).

The roots of greatest physical importance are those closest to the real axis, which are located in the neighborhood of $\lambda=\beta$. In this region, we can use the expansion (A.17):

$$
\begin{equation*}
H_{\lambda}^{(1)}\left[\lambda-x e^{i \pi / 3}(\lambda / 2)^{1 / 3}\right]=2 e^{-i \pi / 3}(2 / \lambda)^{1 / 3} A i(-x)+O\left(\lambda^{-1}\right) \tag{3.4}
\end{equation*}
$$

Since the zeros of the Airy function are all located on the negative real axis, we get (4)

$$
\begin{equation*}
\lambda_{n}(\beta)=\beta+(\beta / 2)^{1 / 3} x_{n} e^{i \pi / 3}+O\left(\beta^{-1 / 3}\right) \tag{3.5}
\end{equation*}
$$



Fig. 4. $\times \times \times$-Poles of the $S$-function, located on curve $h_{1}$. The contour $C_{n}$ passes half-way between consecutive poles.
where $-x_{n}$ is the $n$th zero of the Airy function. A table of the first five zeros is given in Appendix D. According to (D.7), we have, for large $n$,

$$
\begin{equation*}
\lambda_{n}(\beta) \approx \beta+1 / 2[3 \pi(n-1 / 4)]^{2 / 3} e^{i \pi / 3} \beta^{1 / 3} \quad(n \gg 1) \tag{3.6}
\end{equation*}
$$

Let us finally consider the asymptotic behavior of the roots for $|\lambda| \rightarrow \infty$. In this region, the behavior of $H_{\lambda}^{(1)}$ in the neighborhood of $h_{1}$ is given by (A.7):

$$
\begin{align*}
I_{\lambda}^{(1)}(\beta) \approx 2(2 / \pi)^{1 / 2}\left(\lambda^{2}-\beta^{2}\right)^{-1 / 4} e^{i \pi / 4} \sinh & {\left[\left(\lambda^{2}-\beta^{2}\right)^{1 / 2}\right.} \\
& -\lambda \ln \binom{\left.\lambda+\left(\lambda^{2}-\beta^{2}\right)^{1 / 2}\right)-i}{\beta^{\pi}} \tag{3.7}
\end{align*}
$$

so that the roots are given by

$$
\begin{equation*}
\lambda_{n} \ln \left[\frac{\lambda_{n}+\left(\lambda_{n}{ }^{2}-\beta^{2}\right)^{1 / 2}}{\beta}\right]-\left(\lambda_{n}{ }^{2}-\beta^{2}\right)^{1 / 2}=i\left(n-\frac{1}{4}\right) \pi . \tag{3.8}
\end{equation*}
$$

Let

$$
\begin{equation*}
\lambda_{n}=\rho_{n} \exp \left[i\left(\frac{\pi}{2}-\epsilon_{n}\right)\right], \quad \rho_{n} \gg \beta^{2} . \tag{3.9}
\end{equation*}
$$

Then, (3.8) gives

$$
\begin{equation*}
\epsilon_{n} \ln \left(2 \rho_{n} / e \beta\right) \approx \pi / 2 \tag{3.10}
\end{equation*}
$$

where

$$
\begin{equation*}
\rho_{n} \ln \left(2 \rho_{n} / e \beta\right) \approx(n-1 / 4) \pi . \tag{3.11}
\end{equation*}
$$

This equation may be solved by iteration. We find

$$
\begin{equation*}
\rho_{n}=\left(n-\frac{1}{4}\right) \pi\left\{\ln \left[\frac{2 \pi(n-1 / 4)}{e \beta}\right]\right\}^{-1}\left[1+O\binom{\ln \ln n}{\ln n}\right], \tag{3.12}
\end{equation*}
$$

so that (10)

$$
\begin{align*}
\lambda_{n}(\beta) \approx \frac{i \pi(n-1 / 4)}{\ln [2 \pi(n-1 / 4) / e \beta]} & \exp \left\{\frac{-i \pi}{2 \ln [2 \pi(n-1 / 4) / e \beta]}\right\}  \tag{3.13}\\
& {\left[1+O\left(\frac{\ln \ln n}{\ln n}\right)\right] \quad\left(\left|\lambda_{n}\right| \gg \beta^{2}\right) }
\end{align*}
$$

Thus, both Re $\lambda_{n}$ and $\operatorname{Im} \lambda_{n}$ approach infinity with $n$, but $\operatorname{Re} \lambda_{n}$ does so more slowly by an inverse logarithmic factor. Note also that $\lambda_{n}-\lambda_{n-1}=O\left[(\ln n)^{-1}\right]$, so that the roots cluster closer together as $n \rightarrow \infty$.

The residues of the $S$-function at its poles will also be recuired. According to
(3.1),

$$
\begin{equation*}
i_{n}(\beta)=\left.\operatorname{residue} S(\lambda, \beta)\right|_{\lambda=\lambda_{n}}=-H_{\lambda_{n}}^{(2)}(\beta) /\left.\frac{\partial}{\partial \lambda} H_{\lambda}^{(1)}(\beta)\right|_{\lambda=\lambda_{n}} \tag{3.11}
\end{equation*}
$$

In the neighborhood of $\lambda=\beta$ we have, by (A.17),

$$
\begin{equation*}
H_{\lambda}^{(2)}\left[\lambda-x e^{i \pi / 3}(\lambda / 2)^{1 / 3}\right]=2 e^{i \pi / 3}(2 / \lambda)^{1 / 3} A i\left(-x e^{2 i \pi / 3}\right)+O\left(\lambda^{-1}\right) \tag{3.15}
\end{equation*}
$$

It follows from (3.14), (3.15), (3.4), and (D.2) that

$$
\begin{equation*}
r_{n}(\beta) \approx \frac{e^{-i \pi / 6}}{2 \pi}\left(\frac{\beta}{2}\right)^{1 / 3} \frac{1}{\left[A i^{\prime}\left(-x_{n}\right)\right]^{2}} \tag{3.16}
\end{equation*}
$$

at the poles (3.5). Asymptotically, for $n \gg 1$, we may employ (D.8), which leads to

$$
\begin{equation*}
r_{n} \approx 1 / 2 e^{-i \pi / 6} \beta^{1 / 3}[3 \pi(n-1 / 4)]^{-1 / 3} \quad(n \gg 1) \tag{3.17}
\end{equation*}
$$

Finally, let us consider the residues at the poles (3.13). In this region, $H_{\lambda}^{(2)}$ is given by (cf. Appendix A)

$$
\begin{align*}
& H_{\lambda}^{(2)}(\beta) \approx i\left(\frac{2}{\pi}\right)^{1 / 2}\left(\lambda^{2}-\beta^{2}\right)^{-1 / 4} \\
& \cdot \exp \left\{-\left(\lambda^{2}-\beta^{2}\right)^{1 / 2}+\lambda \ln \left[\frac{\lambda+\left(\lambda^{2}-\beta^{2}\right)^{1 / 2}}{\beta}\right]\right\} \tag{3.18}
\end{align*}
$$

so that, according to (3.8),

$$
\begin{equation*}
H_{\lambda}^{(2)}(\beta) \approx(-1)^{n} e^{i \pi / 4}(2 / \pi)^{1 / 2}\left(\lambda_{n}^{2}-\beta^{2}\right)^{-1 / 4} \tag{3.19}
\end{equation*}
$$

Similarly, according to (3.7) and (3.8),

$$
\begin{equation*}
\partial H_{\lambda}^{(1)}(\beta) /\left.\partial \lambda\right|_{\lambda=\lambda_{n}} \approx(-1)^{n+1} 2 e^{i \pi / 4}(2 / \pi)^{1 / 2}\left(\lambda_{n}{ }^{2}-\beta^{2}\right)^{-1 / 4} \ln \left[\frac{\lambda_{n}+\left(\lambda_{n}{ }^{2}-\beta^{2}\right)^{1 / 2}}{\beta}\right] \tag{3.20}
\end{equation*}
$$

It follows from these results that

$$
\begin{align*}
r_{n}(\beta) \approx & \frac{1}{2}\left\{\ln \left[\frac{2 \pi(n-1 / 4)}{e \beta}\right]\right\}^{-1} \\
& \cdot \exp \left\{-\frac{i \pi}{2 \ln [2 \pi(n-1 / 4) / e \beta]}\right\}\left(\left|\lambda_{n}\right| \gg \beta^{2}\right) \tag{3.21}
\end{align*}
$$

so that $r_{n} \rightarrow 0$ like $(\ln n)^{-1}$ for $n \rightarrow \infty$.

## IV. THE RESIDUE SERIES

Let us consider the integral that appears in (2.17). We already know that the integrand has an infinite number of simple poles in the upper half-plane. Let
us now inquire under what conditions the integral is reducible to a series of residues taken at these poles. For this purpose, we must find a sequence of paths $C_{n}$ passing between the poles and such that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \int_{\epsilon_{n}} f(\lambda, \beta, \rho) P_{\lambda-1 / 2}(\cos \theta) \exp \left[i \pi \lambda\left(2 m+1_{2}^{\prime}\right)\right] \lambda d \lambda=0 . \tag{4.1}
\end{equation*}
$$

Let us consider the behavior of the integrand as $|\lambda| \rightarrow \infty$ in $I_{+}$. It is shown in Appendix B that

$$
\begin{equation*}
g(\lambda, \beta, \rho) \approx \frac{2 i}{\pi \lambda}\left[\left(\frac{a}{r}\right)^{\lambda}-\left(\frac{r}{a}\right)^{\lambda}\right](|\lambda| \rightarrow \infty) \tag{4.2}
\end{equation*}
$$

where $g$ is given by (2.9).
According to Appendix A, the behavior of $H_{\lambda}^{(1)}(\beta)$ differs on the right and left of the curve $h_{1}$ (cf. (3.3)) where the poles are located. In regions 2 and 3 of Fig. 4, we have

$$
\begin{equation*}
H_{\lambda}^{(1)}(\beta) \approx\binom{2}{\pi \lambda}^{1 / 2}\left(\frac{e \beta}{2 \lambda}\right)^{\lambda} \tag{4.3}
\end{equation*}
$$

whereas, in region 1,

$$
\begin{equation*}
H_{\lambda}^{(1)}(\beta) \approx-i\left(\frac{2}{\pi \lambda}\right)^{1 / 2}\left(\frac{2 \lambda}{e \beta}\right)^{\lambda} \tag{4.4}
\end{equation*}
$$

In the neighborhood of $h_{1}$, according to (A.7), we must take the sum of both estimates:

$$
\begin{equation*}
H_{\lambda}^{(1)}(\beta) \approx 2\left(\frac{2}{\pi \lambda}\right)^{1 / 2} e^{i \pi / 4} \sinh \left[\lambda \ln \left(\frac{e \beta}{2 \lambda}\right)-i \frac{\pi}{4}\right] \tag{4.5}
\end{equation*}
$$

Let us exclude, for the moment, the directions $\theta=0$ and $\theta=\pi$. Then, according to (C.8),

$$
\begin{equation*}
P_{\lambda-1 / 2}(\cos \theta) \approx(2 \pi \lambda \sin \theta)^{-1 / 2} \exp (-i \lambda \theta+i \pi / 4)\left(|\lambda| \rightarrow \infty \text { in } I_{+}\right) \tag{4.6}
\end{equation*}
$$

It follows from these results that, for $|\lambda| \rightarrow \infty$, the integrand of (4.1) behaves like

$$
\begin{align*}
& \exp \left[\lambda \ln \left(\frac{2 \lambda}{e_{\rho}}\right)+i \lambda\left(\frac{\pi}{2}-\theta\right)+2 i m \pi \lambda\right] \text { in region } 3,  \tag{4.7}\\
& \exp \left[\lambda \ln \left(\frac{2 \lambda r}{e k a^{2}}\right)+i \lambda\left(\frac{\pi}{2}-\theta\right)+2 i m \pi \lambda\right] \text { in region } 2,  \tag{4.8}\\
& \exp \left[-\lambda \ln \left(\frac{2 \lambda}{e \rho}\right)+i \lambda\left(\frac{\pi}{2}-\theta\right)+2 i m \pi \lambda\right] \text { in region } 1, \tag{4.9}
\end{align*}
$$

except in the neighborhood of curve $h_{1}$, where it behaves like

$$
\begin{equation*}
K(\lambda)=\frac{\exp [\lambda \ln (r / a)+i \lambda\{(\pi / 2)-\theta\}+2 i m \pi \lambda]}{\sinh [\lambda \ln (2 \lambda / e \beta)+i \pi / 4]} . \tag{1.10}
\end{equation*}
$$

It is readily seen that (4.7) approaches zero at least exponentially for all $\theta$, $0<\theta<\pi$; the same is true for (4.8) and (4.9) if $m \geqq 1$. However, for $m=0$, (4.8) and (4.9) go to zero everywhere if and only if $\theta<\pi / 2$.

Finally, near $h_{1}$, we have to avoid the poles, which are the zeros of the denominator of (4.10) (cf. (3.8)). For this purpose, we shall choose $C_{n}$ as a halfcircle of radius $R_{n}$ passing half-way between consecutive poles, so that, for large $n$, we have, according to (3.11),

$$
\begin{equation*}
R_{n} \ln \left(\frac{2 R_{n}}{e_{\beta}}\right)+\frac{\pi}{4}=n \pi+\frac{\pi}{2} \tag{4.11}
\end{equation*}
$$

Then, in the neighborhood of $h_{1}$,

$$
\begin{equation*}
\lambda=R_{n} \exp \left[i\left(\frac{\pi}{2}-\epsilon\right)\right] \tag{4.12}
\end{equation*}
$$

and, since

$$
\begin{equation*}
|\sinh (a+i b)|=\left(\sinh ^{2} a \cos ^{2} b+\cosh ^{2} a \sin ^{2} b\right)^{1 / 2} \geqq \cosh a|\sin b| \tag{4.13}
\end{equation*}
$$

it follows from (4.10) that

$$
\begin{align*}
|K(\lambda)| & \leqq \frac{\exp \left[-R_{n}[2 m \pi+(\pi / 2)-\theta-\epsilon \ln (r / a)]\right]}{\cosh \left\{R_{n}\left[\epsilon \ln \left(2 R_{n} / e \beta\right)-(\pi / 2)\right]\right\}}  \tag{4.14}\\
& \leqq \exp \left[-R_{n}[2 m \pi+(\pi / 2)-\theta \cdots \epsilon \ln (r / a)]\right]
\end{align*}
$$

Since $\epsilon \rightarrow 0$ along $h_{1}$ and its neighborhood, ${ }^{3}$ we see that $K(\lambda)$ approaches zero exponentially for $0<\theta<\pi, m \geqq 1$ and for $0<\theta<\pi / 2$ if $m=0$.

Since $P_{\lambda-1 / 2}(1)=1$, it is readily verified that all the above results remain true if $\theta=0$. However, near $\theta=\pi$, we can no longer employ (2.17), since $P_{\lambda-1 / 2}(\cos \theta)$ has a logarithmic singularity at this point.

In conclusion, we see that (4.1) is valid for all $m \geqq 1,0 \leqq \theta<\pi$, but it is only valid for $0 \leqq \theta<\pi / 2$ if $m=0$. It then follows from (2.17) that

$$
\begin{align*}
& \psi_{m}(r, \theta)=(-1)^{m} 2 \pi e^{i \pi / 4}\left(\frac{\pi}{2 \rho}\right)^{1 / 2}  \tag{4.15}\\
& \cdot \sum_{n=1}^{\infty} \lambda_{n} r_{n} \exp \left[i \pi \lambda_{n}(2 m+1 / 2)\right] H_{\lambda_{n}}^{(1)}(\rho) P_{\lambda_{n}-1 / 2}(\cos \theta)
\end{align*}
$$

${ }^{3}$ For a diseussion of the width of this neighborhood, see Appendix A.
provided that

$$
\begin{equation*}
m=0, \quad 0 \leqq \theta<\frac{\pi}{2} \quad \text { or } \quad m \geqq 1, \quad 0 \leqq \theta<\pi \tag{4.16}
\end{equation*}
$$

where $\lambda_{n}(\beta)$ are the poles of $S(\lambda, \beta)$ and $r_{n}(\beta)$ is defined by (3.14).
One can verify directly, with the help of (3.13) and (3.21), that, for $n \rightarrow \infty$, the $n$ th-order term of (4.15) behaves, in absolute value, like

$$
\exp \left\{-\frac{n \pi}{2 \ln (2 n \pi / e \beta)}\left[2 m \pi+\frac{\pi}{2}-\theta-\frac{\pi \ln (r / a)}{2 \ln (2 n \pi / e \beta)}\right]\right\},
$$

so that the conditions for the convergence of the residue series are exactly those stated in (4.16).

A rigorous discussion of Watson's transformation and the convergence of the residue series in the shadow region was apparently first given by Pflumm (11).

## V. THE SHADOW REGION

We shall begin the discussion of the solution with the simplest case, namely, the behavior in the shadow region.

According to geometrical optics, the shadow region is the whole cylinder

$$
\begin{equation*}
0 \leqq \theta<\theta_{0} \leqq \pi / 2 \tag{5.1}
\end{equation*}
$$

where

$$
\begin{equation*}
\theta_{10}=\sin ^{-1}(a / r) \tag{5.2}
\end{equation*}
$$

is the shadow boundary angle. Actually, as will be seen later, the shadow of the sphere does not extend beyond distances $\sim \beta a$, and the transition to the illuminated region already starts at much smaller distances, of the order of $\beta^{1 / 3} a$.

Since $\theta<\pi / 2$ in the shadow region, (4.15) is valid for all $m \geqq 0$, so that (2.16) becomes

$$
\begin{align*}
\psi(r, \theta)= & 2 \pi e^{i \pi / 4}\left(\frac{\pi}{2 \rho}\right)^{1 / 2} \sum_{m=0}^{\infty}(-1)^{m} \\
& \cdot \sum_{n=1}^{\infty} \lambda_{n} r_{n} \exp \left[i \pi \lambda_{n}\left(2 m+\frac{1}{2}\right)\right] I_{\lambda_{n}}^{(1)}(\rho) I_{\lambda_{n}-1 / 2}(\cos 0)  \tag{5.3}\\
= & \pi e^{i \pi / 4}\left(\frac{\pi}{2 \rho}\right)^{1 / 2} \sum_{n=1}^{\infty} \lambda_{n} r_{n} \frac{\exp \left(-i \pi \lambda_{n} / 2\right)}{\cos \frac{\pi \lambda_{n}}{(1)} H_{\lambda_{n}}^{(1)}(\rho) P_{\lambda_{n}-1 / 2}(\cos \theta),}
\end{align*}
$$

where we have employed (2.18). The last form of this result could also have been obtained directly from (2.7).

Equation (5.3) is formally similar to an "eigenfunction" expansion in terms
of the functions $H_{\lambda_{n}}^{(1)}(\rho)$, which satisfy the boundary condition on the surface of the sphere (cf. (3.2)) and the radiation condition at infinity. The latter implies a nonself-adjoint problem, explaining why the "cigenvalues" are complex. It was remarked by Sommerfeld (12) that the "eigenfunctions" are even orthogonal in a certain sense, and he proposed to derive (5.3) on this basis. However, as was shown by Pflumm (11), the set of "eigenfunctions" is by no means complete, and no general characterization of the class of functions for which the expansion is applicable has so far been given.

In practice, even though (5.3) converges for all $\theta<\pi / 2$, its usefulness is restricted to the domain where its terms are rapidly decreasing from the beginning, so that only the first few terms have to be considered. This happens only within the shadow region, as will now be seen.

Let us consider the first few terms of (5.3), corresponding to poles of the type (3.5), located near $\lambda=\beta$. We shall restrict ourselves to points within the shadow region, not too close to the surface of the sphere, so that

$$
\begin{equation*}
r-a \gg \beta^{-2 / 3} a . \tag{5.4}
\end{equation*}
$$

Under these conditions, we have $k r-\left|\lambda_{n}\right| \gg\left|\lambda_{n}\right|^{1 / 3}$, so that we may employ the expansion (A.16) for $H_{\lambda_{n}}^{(1)}(\rho)$. Furthermore, assuming that

$$
\begin{equation*}
\theta \gg \beta^{-1}, \tag{5.5}
\end{equation*}
$$

we have $\left|\lambda_{n}\right| \theta \gg 1$, so that we may employ expansion (C.8) for $P_{\lambda_{n}-1 / 2}(\cos \theta)$.
Substituting these expansions in (5.3), and taking into account (3.5) and (3.16), we get

$$
\begin{align*}
\psi(r, \theta) \approx & \frac{e^{-i \pi / 6}}{(2 \pi)^{1 / 2}}\left(\frac{\beta}{2}\right)^{1 / 3}\left(\frac{a^{2}}{r^{2}-a^{2}}\right)^{1 / 4} \frac{\exp \left[i k\left(r^{2}-a^{2}\right)^{1 / 2}\right]}{(k r \sin \theta)^{1 / 2}} \sum_{m=0}^{\infty}(-1)^{m} \\
& \cdot \sum_{n} \frac{1}{\left[A i^{\prime}\left(-x_{n}\right)\right]^{2}}\left[\exp \left(i \lambda_{n} \gamma_{m}+i \frac{\pi}{4}\right)+\exp \left(i \lambda_{n} \delta_{m}-i \frac{\pi}{4}\right)\right],
\end{align*}
$$

where

$$
\begin{align*}
& \gamma_{m}=\theta_{0}-\theta+2 m \pi,  \tag{5.7}\\
& \delta_{m}=\theta_{0}+\theta+2 m \pi, \tag{5.8}
\end{align*}
$$

and $\theta_{0}$ is given by (5.2).
In writing (5.6), we have already assumed that only the first few terms of the series give a significant contribution, since the approximations employed correspond to the poles (3.5). Thus,

$$
\begin{equation*}
\left|\exp \left(i \lambda_{n} \gamma_{0}\right)\right|=\exp \left[-\frac{\sqrt{3}}{2} x_{n}\left(\frac{\beta}{2}\right)^{1 / 3}\left(\theta_{0}-\theta\right)\right] \tag{5.9}
\end{equation*}
$$

must be a rapidly decreasing function of $n$. This will be true provided that

$$
\begin{equation*}
\gamma_{0}=\theta_{0}-\theta \gg \beta^{-1 / 3}, \tag{5.10}
\end{equation*}
$$

so that (5.6) is valid in this region.
The physical interpretation of (5.6) is well known (13). At short wavelengths, one may employ the concept of propagation along rays. The incident rays that are tangent to the sphere at $T_{1}$ and $T_{2}$ (Fig. 5) excite a series of surface waves emanating from these points. These waves travel along the surface with phase velocity slightly smaller than that in free space, due to the delay in overcoming the curvature of the sphere. As they travel along the surface, they shed radiation along tangential directions, leading to the angular damping factor (5.9).
A point $P$ within the geometrical shadow is reached by two rays emanating from the poinis $T_{1}^{\prime}$ and $T_{2}^{\prime}$ where the tangents to the sphere from $P$ meet the surface (Fig. 5). The corresponding angles travelled along the surface are, according to Fig. 5 ,

$$
\begin{aligned}
& \gamma_{0}=(\pi / 2)-\cos ^{-1}(a / r)-\theta=\theta_{0}-\theta \\
& \delta_{0}=(\pi / 2)-\cos ^{-1}(a / r)+\theta=\theta_{0}+\theta
\end{aligned}
$$

in agreement with (5.7) and (5.8) for $m=0$. The paths $T_{1} T_{1}^{\prime} P$ and $T_{2} T_{2}^{\prime} P$ are called "diffracted rays" in Keller's geometrical theory of diffraction (13).

The terms with $m \geqq 1$ in (5.6) correspond to rays which have encircled the sphere $m$ times before leaving the surface, so that the corresponding angular paths are increased by $2 m \pi$. This interpretation is corroborated by the solution to the problem of diffraction of a pulse (14), where one can follow the diffracted wave front around the sphere. In each encirclement, the rays go through the


Fig. 5. Diffracted rays $T_{1} T_{1}{ }^{\prime} P$ and $T_{2} T_{2} P$ reaching a point $P$ in the geometrical shadow region.
points $T_{1}$ and $T_{2}$, where all diffracted rays meet. As is well known, passage through a focal point leads to a phase decrease by $\pi / 2$. This explains the factor $[\operatorname{cxp}(i \pi / 2)]^{2 m}=(-1)^{m}$ in (5.6).

The phase factor

$$
\exp \left\{i k\left(r^{2}-a^{2}\right)^{1 / 2}+i k\left[1+x_{n}(4 \beta)^{-2 / 3}\right] a \gamma_{m}\right\}
$$

also corresponds to the described optical path (and similarly for the term in $\left.\delta_{m}\right)$. Note the decrease of the phase velocity along the surface.

The denominator $\left(r^{2}-a^{2}\right)^{1 / 4}(r \sin \theta)^{1 / 2}$ can also be obtained from the law of conservation of the intensity along a pencil of rays (13). This denominator would vanish at $r=a$, which is a caustic of diffracted rays, but, according to (5.4), ( 5.6 ) is not valid there (the actual value, of course, is $\psi(a, \theta)=0$ ). It would also vanish at $\theta=0$, but this is excluded by (5.5).

The direction $\theta=0$ is a focal line of diffracted rays. In fact, an observation point $P$ on the axis is reached by a whole cone of diffracted rays tangent to the sphere, instead of by two rays only. This focusing effect, which is responsible for the well-known Poisson spot (cf. Section VIII), leads to an enhancement of intensity near the axis.

In fact, for $\theta \lesssim \beta^{-1}$, we must employ (C.9) instead of (C.8), so that (5.6) is replaced by

$$
\begin{align*}
& \psi(r, \theta) \approx e^{-i \pi / 6}\left(\frac{\beta}{2}\right)^{1 / 3}\left(\frac{a}{r}\right)^{1 / 2}\left(\frac{a^{2}}{r^{2}-a^{2}}\right)^{1 / 4} \exp \left[i k\left(r^{2}-a^{2}\right)^{1 / 2}\right]  \tag{5.11}\\
& \cdot \sum_{m=0}^{\infty}(-1)^{m} \sum_{n} \frac{\exp \left[i \lambda_{n}\left(2 m \pi+\theta_{0}\right)\right]}{\left[A i^{\prime}\left(-x_{n}\right)\right]^{2}} J_{0}\left(\lambda_{n} \theta\right)
\end{align*}
$$

The surface waves associated with the poles $\lambda_{n}$ are also known as "creeping modes" (5). It should be emphasized, however, that the above physical interpretation applies only to the lowest-order modes. As soon as the damping within a single wavelength becomes appreciable, the above concepts lose their validity. In practice, of course, only the lowest-order modes give a significant contribution.

## VI. THE NEARBY LIT REGION AND THE WKB APPROXIMATION

We shall now consider the behavior of the solution in the lit region, not too close to the surface, so that (5.4) is assumed valid, but still not in the far field region, which will be treated in Section IX. We shall also stay away from the neighborhood of the shadow boundary, which will be discussed in Sections VII and VIII.

## A. The Forward Half-Space

For $\theta>\theta_{0}$, we have $\gamma_{0}<0$ in (5.6). According to (5.9), this implies that the residue series containing $\gamma_{0}$ starts out with exponentially increasing terms.

It does not follow that the residue series representation becomes incorrect, for, as we have seen in Section IV, it still converges for $\theta<\pi / 2$. What happens, however, is that it becomes useless for all practical purposes. The physical reason for this behavior is that the wave function is no longer exponentially damped, but contains additional contributions corresponding to the incident and reflected waves in geometrical optics.

A modification of Watson's transformation to take into account these contributions in the lit region was first proposed by Fock (3). As reformulated by Franz ( 4,5 ), the basic idea is to substitute in (2.7), taken over the alternative contour $D$ in Fig. 1, the identity (C.5)

$$
\begin{equation*}
P_{\lambda-1 / 2}(\cos \theta)=-i e^{i \pi \lambda}\left[P_{\lambda-1 / 2}(-\cos \theta)+2 i \cos \pi \lambda Q_{\lambda-1 / 2}^{(1)}(\cos \theta)\right] \tag{6.1}
\end{equation*}
$$

The integral of the first term on the right-hand side of this expression is then reduced to a residue series, which gives, as we shall see later, the continuation of (5.3) into the lit region. The second term cancels the denominator $\cos \pi \lambda$ in (2.7), so that the integrand no longer has poles at the positive half-integers, and the integral can be evaluated by the saddle-point method, yielding the contributions from the incident and reflected waves. We shall see, however, that the proposed contour of integration can only be employed in the forward halfspace ( $\theta<\pi / 2$ ). In this region, we shall derive essentially the same results by a different method, which has the advantage of greater simplicity, as well as of showing more clearly the connection between the lit and shadow regions. This method does not require the re-evaluation of the whole residue series, but only of that part of the term $m=0$ in (5.6) that "goes wrong" for $\theta>\theta_{0}$.

In fact, for $m \geqq 1$, not only is the transformation that led to the residue series allowed for $0 \leqq \theta<\pi$ (cf. (4.16)), but also the corresponding residue series in (5.6) are all rapidly convergent, so that we need only be concerned with the term $m=0$. The corresponding term in (2.17) is

$$
\begin{equation*}
\psi_{0}(r, \theta)=2 \int_{-\infty}^{\infty} f(\lambda, \beta, \rho) P_{\lambda-1 / 2}(\cos \theta) e^{i \lambda \pi / 2} \lambda d \lambda \tag{6.2}
\end{equation*}
$$

Let us make the spliting (ci. (C.2))

$$
\begin{equation*}
P_{\lambda-1 / 2}(\cos \theta)=Q_{\lambda-1 / 2}^{(1)}(\cos \theta)+Q_{\lambda-1 / 2}^{(2)}(\cos \theta) \tag{6.3}
\end{equation*}
$$

Then, according to (C.7), the term in $\gamma_{0}$ in (5.6) arises from $Q_{\lambda-1 / 2}^{(1)}$, while that in $\delta_{11}$ arises from $Q_{\lambda-1 / 2}^{(2)}$.

The residue series containing $\delta_{0}$ remains rapidly convergent in the lit region, provided that (cf. (5.8))

$$
\begin{equation*}
\beta^{1 / 3}\left(\theta_{0}+\theta\right) \gg 1 \tag{6.4}
\end{equation*}
$$

which will be assumed throughout this section. The vicinity of the forward direction, where this assumption is not fulfilled, will be considered in Section VIII.

Thus, we finally have to consider only the expression

$$
\begin{equation*}
\psi_{0}^{(1)}(r, \theta)=2 \int_{-\infty+i \epsilon}^{\infty+i \epsilon} f(\lambda, \beta, \rho) Q_{\lambda-1 / 2}^{(1)}(\cos \theta) e^{i \lambda \pi / 2} \lambda d \lambda, \tag{6.5}
\end{equation*}
$$

where the path of integration has to be taken slightly above the real axis in order to avoid the poles of $Q_{\lambda-1 / 2}^{(1)}$ at the negative half-integers. This is done before the splitting (6.3). We shall see that the geometrical-optics approximation to the solution is entirely contained in this integral.

The behavior of the integrand of (6.5) as $|\lambda| \rightarrow x$ in $I_{+}$is similar to that of (4.1) with $m=0$. In fact, according to (4.6) and (C.7), the behavior of $P_{\lambda-1 / 2}(\cos \theta)$ in $I_{+}$is the same as that of $Q_{\lambda-1 / 2}^{(1)}(\cos \theta)$. The discussion given in Section IV implies that the path of integration in (6.5) may be deformed at will in $I_{+}$, for $\theta<\pi / 2$.

Following Franz's method (5), we shall deform it into the path $\Gamma$ shown in Fig. 6, going around the poles of $S(\lambda, \beta)$, and beginning and ending at infinity in the region between the curves $\eta \rightarrow 3 \pi / 2$ and $\eta \rightarrow-\pi / 2$, where $\eta$ is defined by (2.27). According to Appendix $A, H_{\lambda}^{(2)}(\rho) \rightarrow 0$ as $|\lambda| \rightarrow \infty$ in this region. It follows that we may split (6.5) into two integrals, corresponding to the two terms in the second member of (2.8), since each of the integrands will separately go to zero as $|\lambda| \rightarrow \infty$ in this region. The integral containing $H_{\lambda}^{(2)}(\rho)$


Fig. 6. $\times \times \times-$ Poles of the $S$-function; $O \bigcirc \bigcirc$-zeros of the $S$-function; - - poles of $Q_{\lambda-1 / 2}^{(1)}(\cos \theta)$. The path of integration $\Gamma$ goes through the saddle points $\lambda=k p$ and $\bar{\lambda}=$ $\rho \sin \theta(\theta<\pi / 2)$.
identically vanishes, since the contour may be closed at infinity and the integrand has no singularities within it. Finally, we get

$$
\begin{array}{r}
\psi_{0}^{(1)}(r, \theta)=-\left(\frac{\pi}{2 \rho}\right)^{1 / 2} e^{-i \pi / 4} \int_{\Gamma} \frac{H_{\lambda}^{(2)}(\beta)}{H_{\lambda}^{(1)}(\beta)} H_{\lambda}^{(1)}(\rho) Q_{\lambda-1 / 2}^{(1)}(\cos \theta) e^{i \lambda \pi / 2} \lambda d \lambda  \tag{6.6}\\
(\theta<\pi / 2)
\end{array}
$$

The path $\Gamma$ crosses the real axis $\mathbf{t}$ wice: first between 0 and $\beta$ and then between $\beta$ and $\rho$. We shall see that there is one saddle point of the integrand in each of these intervals, and $\Gamma$ will be taken through both saddle points. In the lower half-plane, to the left of the curve $\eta \rightarrow \pi$ (Fig. 6), the integrand increases exponentially for $|\lambda| \rightarrow \infty$. However, the steepest descent paths corresponding to the two saddle points can be joined by an arc going through the neighborhood of the first zero of $H_{\lambda}^{(2)}(\beta)$, where the integrand is small (5).

To the right of the curves $h_{1}$ and $h_{2}$ in Fig. 6, we have, according to Appendix A,

$$
\begin{equation*}
H_{\lambda}^{(2)}(\beta) / H_{\lambda}^{(1)}(\beta) \approx-1 \tag{6.7}
\end{equation*}
$$

Furthermore, we can employ the expansion (A.16) for $H_{\lambda}^{(1)}(\rho)$ and the expansion (C.7) for $Q_{\lambda-1 / 2}^{(1)}(\cos \theta)$. Making the change of variable

$$
\begin{equation*}
\lambda=\rho \sin w \tag{6.8}
\end{equation*}
$$

we find that the portion of the contour $\Gamma$ to the right of $h_{1}$ and $h_{2}$ contributes

$$
\begin{equation*}
\psi_{1}=\left(\frac{\rho}{2 \pi \sin \theta}\right)^{1 / 2} e^{-i \pi / 4} \int A(w, \rho, \theta) \exp [i \rho \alpha(w, \theta)] d w \tag{6.9}
\end{equation*}
$$

where the path of integration crosses the real $w$ axis between $w=0$ and $w=$ $\pi / 2$, and

$$
\begin{align*}
& \alpha(w, \theta)= \cos w+(w-\theta) \sin w  \tag{6.10}\\
& A(w, \rho, \theta)=(\sin w \cos w)^{1 / 2}\left\{1+\frac{i}{4 \rho}\left(\frac{\cot \theta}{2 \sin w}-\frac{3+2 \sin ^{2} w}{6 \cos ^{3} w}\right)\right.  \tag{6.11}\\
&\left.+O\left(\rho^{-2}\right)\right\}
\end{align*}
$$

In this approximation, (6.9) is independent of the radius of the sphere, so that $\psi_{1}$ should correspond to the incident wave. This is indeed so, as will now be seen.

The exponent (6.10) gives rise to a saddle point at

$$
\bar{w}=\theta
$$

corresponding to $\bar{\lambda}=\rho \sin \theta$, as shown in Fig. 6. The corresponding steepest descent path crosses the real axis at an angle of $\pi / 4$.

Taking into account not only the main term, but also the first correction term in the saddle-point method, the behavior of (6.9) for large values of $\rho$ is found to be given by

$$
\begin{align*}
\psi_{1}=\frac{A e^{i \rho \alpha}}{\left(\alpha^{\prime \prime} \sin \theta\right)^{1 / 2}}\left\{1+\frac{i}{2 \alpha^{\prime \prime} \rho}\left[\frac{A^{\prime \prime}}{A}-\right.\right. & \frac{A^{\prime}}{A} \frac{\alpha^{\prime \prime \prime}}{\alpha^{\prime \prime}} \\
& \left.\left.+\frac{5}{12}\left(\frac{\alpha^{\prime \prime \prime}}{\alpha^{\prime \prime}}\right)^{2}-\frac{1}{4} \frac{\alpha^{\prime \prime}}{\alpha^{\prime \prime}}\right]+O\left(\rho^{-2}\right)\right\}, \tag{6.12}
\end{align*}
$$

where $A, \alpha$ and all their derivatives (denoted by $A^{\prime}, \alpha^{\prime \prime}, \cdots$ ) are to be taken at the saddle point.

Substituting $A$ and $\alpha$ by (6.10) and (6.11), it is found that the expression within square brackets identically vanishes, so that

$$
\begin{equation*}
\psi_{1}=e^{i \rho \cos \theta}+O\left(\rho^{-2}\right) \quad(\rho \gg 1) \tag{6.13}
\end{equation*}
$$

Thus, the contribution from the right-hand saddle point is essentially identical to the incident wave.

To the left of the curves $h_{1}$ and $h_{2}$ (Fig. 6) we have, according to (A.16),

$$
\begin{align*}
& H_{\lambda}^{(2)}(\beta) / H_{\lambda}^{(1)}(\beta)=\exp \left\{-2 i\left[\left(\beta^{2}-\lambda^{2}\right)^{1 / 2}-\lambda \cos ^{-1}\left(\frac{\lambda}{\beta}\right)-\frac{\pi}{4}\right]\right\} \\
& \cdot {\left[1+\frac{i}{4\left(\beta^{2}-\lambda^{2}\right)^{1 / 2}}\left(1+\frac{5}{3} \frac{\lambda^{2}}{\beta^{2}-\lambda^{2}}\right)+\cdots\right] } \tag{6.14}
\end{align*}
$$

and, again making the change of variable ( 6.8 ), we find that the contribution from the portion of the contour $\Gamma$ to the left of $h_{1}$ and $h_{2}$ is

$$
\begin{equation*}
\psi_{r}=-\left(\frac{\rho}{2 \pi \sin \theta}\right)^{1 / 2} e^{i \pi / 4} \int B(w, \rho, \theta, \gamma) \exp [i \rho \delta(w, \theta, \gamma)] d w \tag{6.15}
\end{equation*}
$$

where

$$
\begin{align*}
\gamma= & a / r  \tag{6.16}\\
\delta(w, \theta, \gamma)= & \cos w-2\left(\gamma^{2}-\sin ^{2} w\right)^{1 / 2} \\
& \quad+\sin w\left[w-\theta+2 \cos ^{-1}\left(\frac{\sin w}{\gamma}\right)\right]  \tag{6.17}\\
B(w, \rho, \theta, \gamma)= & (\sin w \cos w)^{1 / 2}\left\{1+\frac{i}{4 \rho}\left[\frac{\cot \theta}{2 \sin w}\right.\right. \\
& \left.\left.+\frac{\left(2 \sin ^{2} w+3 \gamma^{2}\right)}{3\left(\gamma^{2}-\sin ^{2} w\right)^{3 / 2}}-\frac{\left(3+2 \sin ^{2} w\right)}{6 \cos ^{3} w}\right]+O\left(\rho^{-2}\right)\right\} \tag{6.18}
\end{align*}
$$

The saddle point is determined by the condition

$$
\sin \bar{w}=\gamma \cos \left(\frac{\theta-\bar{w}}{2}\right)
$$

or

$$
\begin{equation*}
p=r \sin \bar{w}=a \cos \left(\frac{0-\bar{w}}{2}\right) . \tag{6.19}
\end{equation*}
$$

The corresponding value of $\lambda$ is $\bar{\lambda}=\rho \sin \bar{w}=k p$ (ef. Fig. 6). The steepest. descent path crosses the real axis at an angle of $-\pi / 4$.

The physical interpretation of (6.19) is shown in Fig. 7. According to (2.5), $p=\bar{\lambda} / k$ may be interpreted as the impact parameter associated with an incident ray. As shown in Fig. 7, this is precisely the incident ray $A B$ that reaches the observation point $P$ after being reflected at the surface according to the laws of geometrical optics. The angle

$$
\begin{equation*}
\zeta=1 / 2(\theta-\bar{w}) \tag{6.20}
\end{equation*}
$$

is the complement of the angle of incidence.
A saddle-point evaluation of ( 6.15 ), including the first correction term, yields, similarly to (6.12),

$$
\begin{align*}
\psi_{r}=-\frac{B e^{i \rho \hat{\theta}}}{\left(\left|\delta^{\prime \prime}\right| \sin \theta\right)^{1 / 2}}\left\{1-\frac{i}{2 \rho\left|\delta^{\prime \prime}\right|}\right. & {\left[\frac{B^{\prime \prime}}{B}+\frac{B^{\prime}}{B} \frac{\delta^{\prime \prime \prime}}{\left|\delta^{\prime \prime}\right|}\right.} \\
& \left.\left.+\frac{5}{12}\left(\frac{\delta^{\prime \prime \prime}}{\delta^{\prime \prime}}\right)^{2}+\frac{1}{4} \frac{\delta^{I V}}{\left|\delta^{\prime \prime}\right|}\right]+O\left(\rho^{-2}\right)\right\}, \tag{6.21}
\end{align*}
$$

where $B, \delta$, and their derivatives are to be evaluated at the saddle point.
It is convenient to express the result in terms of the parameters $\zeta$ and

$$
\begin{equation*}
s=r \cos \bar{w}-\frac{a}{2} \sin \zeta \tag{6.22}
\end{equation*}
$$

which measures the distance (taken along the ray) from the observation point to the caustic of the reflected rays. Substituting (6.17), (6.18), and (6.19) in ( 6.21 ), it is found that

$$
\begin{align*}
& \psi_{r}=-\left[\frac{a^{2} \sin 2 \zeta}{4 s\left(s \sin 2 \zeta+a \cos ^{3} \zeta\right)}\right]^{1 / 2} \exp \left[i k\left(s-\frac{3}{2} a \sin \zeta\right)\right] \\
& \cdot\left\{1+\frac{i}{2 \beta}\left[\frac{1}{\sin ^{3} \zeta}+\frac{1}{2^{4} \sin ^{2} \zeta \cos ^{2} \zeta} \frac{a}{s}+\frac{3}{2^{5}}\left(\frac{2}{\sin \zeta}-5 \sin \zeta\right)\left(\frac{a}{s}\right)^{2}\right.\right.  \tag{6.23}\\
&\left.\left.-\frac{15}{2^{6}} \cos ^{2} \zeta\left(\frac{a}{s}\right)^{3}-\frac{1}{2^{3} \sin \zeta \cos \zeta} \cdot \frac{a}{\left(s \sin 2 \zeta+a \cos ^{3} \zeta\right)}\right]+O\left(k^{-2}\right)\right\} .
\end{align*}
$$

This asymptotic expansion in inverse powers of $k$ corresponds to the well-


Fig. 7. Physical interpretation of the left saddle point: $p$ is the impact parameter of the incident ray $A B$ which reaches point $P$ after geometrical reflection at the surface.
known WKB approximation, which has been investigated by Luneburg (15) and Kline (16) in connection with Maxwell's equations.

The first term of (6.23) represents the reflected wave according to geometrical opties (first-order WKB approximation). The amplitude of this term takes into account the divergence of the rays after reflection at the surface.

The remainder of (6.23) represents the correction to geometrical optics. It contains the main correction term, which is proportional to $k^{-1}$, corresponding to the second-order WKB approximation. This term has also been computed by Keller, Lewis, and Seckler (17), directly by the WKB method. Equation (6.23) agrees with their result. ${ }^{4}$

The complete expression for the wave function in this region, according to the above results, is

$$
\begin{align*}
& \psi=\psi_{1}+\psi_{r}+\frac{e^{-i \pi / 6}}{(2 \pi)^{1 / 2}}\left(\frac{\beta}{2}\right)^{1 / 3}\left(\frac{a^{2}}{r^{2}-a^{2}}\right)^{1 / 4} \frac{\exp \left[i k\left(r^{2}-a^{2}\right)^{1 / 2}\right]}{(k r \sin \theta)^{1 / 2}} \\
& \times\left\{e^{-i \pi / 4} \sum_{n} \frac{\exp \left(i \lambda_{n} \delta_{0}\right)}{\left[A i^{\prime}\left(-x_{n}\right)\right]^{2}}+\sum_{m=1}^{\infty}(-1)^{m} \sum_{n} \frac{1}{\left[A i^{\prime}\left(-x_{n}\right)\right]^{2}}\right.  \tag{6.24}\\
&\left.\times\left[\exp \left(i \lambda_{n} \gamma_{m}+i \frac{\pi}{4}\right)+\exp \left(i \lambda_{n} \delta_{m}-i \frac{\pi}{4}\right)\right]\right\}
\end{align*}
$$

${ }^{4}$ Actually, the expression within square brackets in the second term of (6.23) differs from Keller, Lewis, and Seckler's by the powers of 2 in the denominators, which are all less by one unit. However, it can be verified that this is due to a misprint in their paper.
where $\psi_{1}$ and $\psi_{r}$ are given by (6.13) and (6.23), respectively. From the point of view of a strict asymptotic expansion, the residue series should not appear in this expression, since it is exponentially small as compared with the other two terms, and even with respect to higher-order correction terms not taken into account in ( 6.23 ). However, from a physical point of view, this term is meaningful, since it, represents the continuation of the surface waves (5.6) that were found in the shadow region. Note also that the residue series in $\delta_{0}$ becomes significant near the shadow boundary, when condition (6.4) is no longer satisfied.

## B. The Backward Half-Space

The above treatment is no longer valid for $\theta>\pi / 2$. According to (4.8) and (4.9), the integrand of (6.5) blows up exponentially for $|\lambda| \rightarrow \infty$ in the region between the imaginary axis and the curve $\eta \rightarrow-\pi / 2$ in Fig. 6. Thus, the transformation that led to (6.6) can no longer be performed. Furthermore, the integrand of (6.6) no longer has a saddle point on the real axis between $\beta$ and $\rho$; rather, it is the other term in (6.5), containing $H_{\lambda}^{(2)}(\rho)$, that has such a saddle point.

It is therefore necessary to modify the above procedure in the whole backward half-space. For this purpose, we shall again start from ( 6.5 ), but now taking the path of integration symmetrically about the origin, from $-x+i \epsilon$ to $+\infty-i \epsilon$ (note that there are no poles on the positive real axis), and we make the substitution $\lambda \rightarrow-\lambda$ in the integral from 0 to $+\infty-i \epsilon$. Taking into account (2.15) and the relation

$$
\begin{equation*}
Q_{\lambda-1 / 2}^{(1)}(\cos \theta)-e^{-2 i \pi \lambda} Q_{-\lambda-1 / 2}^{(1)}(\cos \theta)=-e^{-i \pi \lambda} \tan \pi \lambda P_{\lambda-1 / 2}(-\cos \theta) \tag{6.25}
\end{equation*}
$$

which follows from (2.14) and (C.5), we find

$$
\begin{equation*}
\psi_{1}^{(1)}(r, \theta)=2 \int_{0}^{-\infty+i \epsilon} f(\lambda, \beta, \rho) P_{\lambda-1 / 2}(-\cos \theta) e^{-i \lambda_{\pi} / 2} \lambda \tan \pi \lambda d \lambda . \tag{6.26}
\end{equation*}
$$

The behavior of the integrand in region 3 of lig. 4 differs from (4.7) (with $m=0$ ) only by the replacement

$$
\exp \left[i \lambda\left(\frac{\pi}{2}-\theta\right)\right] \rightarrow \exp \left[-i \lambda\left(\frac{3 \pi}{2}-\theta\right)\right]
$$

so that, for $\lambda \rightarrow \sigma \infty$ (cf. (2.26)), it behaves like

$$
\exp [-|\lambda|(\eta+\theta-\pi)],
$$

where $\eta$ is given by (2.27). It follows that the path of integration in (6.26) may be deformed into the path from 0 to $\sigma \infty$ shown in Fig. 3, with

$$
\begin{equation*}
\eta>\pi-\theta \tag{6.27}
\end{equation*}
$$

Thus,

$$
\begin{align*}
\psi_{0}^{(1)}(r, \theta)=\left(\frac{\pi}{2 \rho}\right)^{1 / 2} e^{-i \pi / 4} \int_{0}^{\sigma \infty} & {\left[H_{\lambda}^{(2)}(\rho)-\frac{H_{\lambda}^{(2)}(\beta)}{H_{\lambda}^{(1)}(\beta)} H_{\lambda}^{(1)}(\rho)\right] }  \tag{6.28}\\
& \times P_{\lambda-1 / 2}(-\cos \theta) e^{-i \lambda \pi / 2} \tan (\pi \lambda) \lambda d \lambda
\end{align*}
$$

In particular, for $\theta>\pi / 2$, we may subject $\eta$ to the additional restriction (2.31). Under these conditions, (2.35) applies and (6.28) becomes

$$
\begin{equation*}
\psi_{0}^{(1)}(r, \theta)=e^{i \rho \cos \theta}+\psi_{r} \tag{6.29}
\end{equation*}
$$

where

$$
\begin{align*}
\psi_{\tau}=-\left(\frac{\pi}{2 \rho}\right)^{1 / 2} e^{-i \pi / 4} \int_{0}^{\sigma \infty} \frac{H_{\lambda}^{(2)}(\beta)}{H_{\lambda}^{(1)}(\beta)} H_{\lambda}^{(1)}(\rho) P_{\lambda-1 / 2}( & -\cos \theta)  \tag{6.30}\\
& \times e^{-i \lambda \pi / 2} \tan (\pi \lambda) \lambda d \lambda
\end{align*}
$$

We may now apply again (6.25) and the converse of the transformation that led from (6.5) to (6.26). The result is
$\psi_{r}=-\left(\frac{\pi}{2 \rho}\right)^{1 / 2} e^{-i \pi / 4} \int_{\sigma \infty}^{-\sigma \infty} \frac{H_{\lambda}^{(2)}(\beta)}{H_{\lambda}^{(1)}(\beta)} H_{\lambda}^{(1)}(\rho) Q_{\lambda-1 / 2}^{(1)}(\cos \theta) e^{i \lambda \pi / 2} \lambda d \lambda$

$$
\begin{equation*}
(\theta>\pi / 2) \tag{6.31}
\end{equation*}
$$

where the path of integration is that of Fig. 3 taken in the opposite sense.
This integral may be evaluated by the saddle-point method. There is now a single saddle point on the real axis, at $\bar{\lambda}=k p$, where $p$ is again given by (6.19). In fact, the integrand is identical to that of (6.6), the only difference being that the path of integration now goes over only one saddle point. Thus, the result of the saddle-point calculation is identical to (6.23).

In spite of the fact that the solution in the backward half-space is just the continuation of the solution in the forward half-space, it does not seem possible to extend the representation (6.6) to $\theta>\pi / 2$, or to extend (6.31) to $\theta<\pi / 2$. The reason for this is that $P_{\lambda-1 / 2}(x)$ becomes singular at $x=-1$, so that one cannot find a single representation that remains valid both for $\theta=0$ and for $\theta=\pi$. One needs a representation in terms of $P_{\lambda-1 / 2}(\cos \theta)(c f$. (6.2)) near $\theta=0$, and one in terms of $P_{\lambda-1 / 2}(-\cos \theta)(c f .(6.28))$ near $\theta=\pi$. The appearance of two saddle points in the forward half-space is also related to the diffraction effects that arise, as will be seen in Section VII, when these points approach each other.

We must still see what happens to the residue series near $\theta=\pi$, because both the term $\psi_{0}^{(2)}$ containing $Q_{\lambda-1 / 2}^{(2)}(\cos \theta)$ in (6.2) and the terms $\psi_{m}$ with
$m \geqq 1$ in (2.17) become singular at this point. However, we can write

$$
\begin{align*}
\psi_{0}^{(2)}+ & \sum_{m=1}^{\infty} \psi_{m}=2 \int_{-\infty+i \epsilon}^{\infty+i \epsilon} f(\lambda, \beta, \rho) Q_{\lambda-1 / 2}^{(2)}(\cos \theta) e^{i \lambda \pi / 2} \lambda d \lambda \\
& +2 \sum_{m=1}^{\infty}(-1)^{m} \int_{-\infty+i \epsilon}^{\infty+i \epsilon} f(\lambda, \beta, \rho)\left[Q_{\lambda-1 / 2}^{(1)}(\cos \theta)+Q_{\lambda-1 / 2}^{(2)}(\cos \theta)\right] \\
& \times \exp \left[i \pi \lambda\left(2 m+\frac{1}{2}\right)\right] \lambda d \lambda=2 \sum_{m=0}^{\infty}(-1)^{m} \int_{-\infty+i \epsilon}^{\infty+i \epsilon} f(\lambda, \beta, \rho)  \tag{6.32}\\
& \times\left[Q_{\lambda-1 / 2}^{(2)}(\cos \theta)-e^{2 i \pi \lambda} Q_{\lambda-1 / 2}^{(1)}(\cos \theta)\right] \exp \left[i \pi \lambda\left(2 m+\frac{1}{2}\right)\right] \lambda d \lambda,
\end{align*}
$$

and employ the identity (cf. (C.5) and (C.6))

$$
\begin{equation*}
Q_{\lambda-1 / 2}^{(2)}(\cos \theta)-e^{2 i \pi \lambda} Q_{\lambda-1 / 2}^{(1)}(\cos \theta)=-i e^{i \pi \lambda} P_{\lambda-1 / 2}(-\cos \theta) \tag{6.33}
\end{equation*}
$$

10 get

$$
\begin{align*}
& \psi_{0}^{(2)}+\sum_{m=1}^{\infty} \psi_{m}=2 i \sum_{m=1}^{\infty}(-1)^{m} \int_{-\infty}^{\infty} f(\lambda, \beta, \rho) P_{\lambda-1 / 2}(-\cos \theta) \\
& \cdot \exp \left[i \pi \lambda\left(2 m-\frac{1}{2}\right)\right] \lambda d \lambda \tag{6.34}
\end{align*}
$$

The contour of integration may be closed in the upper half-plane, leading to the residue series

$$
\begin{align*}
\psi_{\mathrm{res}}(r, \theta)= & 2 \pi e^{-i \pi / 4}\left(\frac{\pi}{2 \rho}\right)^{1 / 2} \sum_{m=0}^{\infty}(-1)^{m} \sum_{n=1}^{\infty} \lambda_{n} r_{n} \exp \left[i \pi \lambda_{n}\left(2 m+\frac{3}{2}\right)\right] \\
& \times H_{\lambda_{n}}^{(1)}(\rho) P_{\lambda_{n}-1 / 2}(-\cos \theta)  \tag{6.35}\\
= & \pi e^{-i \pi / 4}\left(\frac{\pi}{2 \rho}\right)^{1 / 2} \sum_{n=1}^{\infty} \lambda_{n} r_{n} \frac{\exp \left(i \pi \lambda_{n} / 2\right)}{\cos \pi \lambda_{n}} H_{\lambda_{n}}^{(1)}(\rho) P_{\lambda_{n}-1 / 2}(-\cos \theta),
\end{align*}
$$

which differs from (5.3) only by the substitution

$$
\begin{equation*}
P_{\lambda_{n}-1 / 2}(\cos \theta) \rightarrow-i \exp \left(i \pi \lambda_{n}\right) P_{\lambda_{n}-1 / 2}(-\cos \theta) \tag{6.36}
\end{equation*}
$$

If

$$
\begin{equation*}
\pi-\theta \gg \beta^{-1} \tag{6.37}
\end{equation*}
$$

we may employ the expansion (C8) for $P_{\lambda_{n}-1 / 2}(-\cos \theta)$ and we find that (6.35) is equivalent to the residue series appearing in (6.24), so that (6.24) may be continued to $\theta>\pi / 2$.

Note that

$$
\gamma_{1}=2 \pi+(\pi / 2)-\cos ^{-1}(a / r)-\theta
$$

no longer corresponds to one complete encirclement of the sphere, but rather 10 the smallest angle described by a surface wave excited at $T_{1}$ before leaving the surface (Fig. 8).

If, instead of ( 6.37 ), we have $\pi-\theta \lesssim \beta^{-1}$, we must employ (C.9), which leads to

$$
\begin{align*}
& \psi_{\mathrm{res}}(r, \theta) \approx e^{-2 i \pi / 3}\left(\frac{\beta}{2}\right)^{1 / 3}\left(\frac{a}{r}\right)^{1 / 2}\left(\frac{a^{2}}{r^{2}-a^{2}}\right)^{1 / 4} \exp \left[i k\left(r^{2}-a^{2}\right)^{1 / 2}\right] \\
& \times \sum_{m=0}^{\infty}(-1)^{m} \sum_{n} \frac{1}{\left[A_{i}\left(-x_{n}\right)\right]^{2}} \exp \left\{i \lambda_{n}\left[(2 m+1) \pi+\theta_{0}\right]\right\} J_{0}\left[\lambda_{n}(\pi-\theta)\right] . \tag{6.38}
\end{align*}
$$

This expression should be compared with (5.11). The same focusing effect already discussed there leads to an enhancement of the radiation from the surface waves in the backward direction.

The approximations employed in the present section fail when the correction terms appearing in (6.23) become large. This happens near the forward and the backward directions. The behavior near the backward direction will be discussed in Section IX, in connection with the scattering amplitude. The behavior near the forward direction and the corresponding diffraction effects will be investigated in the next two sections.

## VII. DIFFRACTION EFFECTS IN THE NEAR REGION

## A. The Normal Derivative on the Surface

According to Huygens' Principle, the wave function at any point in space can be expressed in terms of its normal derivative on the surface of the sphere (where the wave function vanishes).


Fig. 8. Diffracted rays $T_{1} T_{1}{ }^{\prime} P$ and $T_{2} T_{2}{ }^{\prime} P$ reaching a point $P$ in the lit region.

The analogue of Kirchhoff's approximation in classical diffraction theory would be to replace the exact values of the normal derivative by the geometrical optics approximation:

$$
\begin{align*}
& \chi=0 \quad(\theta<\pi / 2)  \tag{7.1}\\
& \chi=\frac{2}{k}\left[\frac{\partial}{\partial r}\left(e^{i k r \cos \theta}\right)\right]_{r-a}=2 i \cos \theta e^{i \beta \cos \theta}\left(\theta>\frac{\pi}{2}\right), \tag{7.2}
\end{align*}
$$

where we have introduced the notation

$$
\begin{equation*}
\chi(\beta, \theta)=\frac{1}{k}\left(\frac{\partial \psi}{\partial r}\right)_{r-u} \tag{7.3}
\end{equation*}
$$

The expression (7.1) corresponds to the geometrical shadow region and (7.2) to the geometrically lit region on the surface. The factor 2 in (7.2) arises from joining the contributions of the incident and geometrically reflected waves.

Substituting (7.1) and (7.2) in the Huygens-Kirchhoff integral, one can easily derive the corresponding approximation for the scattering amplitude (18). It is found to be the sum of two terms, one of which corresponds to the geometrically reflected wave, while the other one corresponds to the diffracted wave in the classical theory of diffraction by a circular disc of radius $a$. The latter term, which is also known as the "shadow-forming wave," depends only on the shadow contour of the obstacle, so that it is the same for a sphere or for a disc.

Since we are later going to compare our results with classical diffraction theory, it is of interest to discuss the accuracy of Kirchhoff's approximation by evaluating $\chi$. The only significant contribution arises from (6.5):

$$
\begin{equation*}
\chi_{0}^{(1)}=-\frac{2}{\beta}\left(\frac{2}{\pi \beta}\right)^{1 / 2} e^{i \pi / 4} \int_{-\infty+i \epsilon}^{\infty+i \epsilon} \frac{Q_{\lambda-1 / 2}^{(1)}(\cos \theta)}{H_{\lambda}^{(1)}(\beta)} e^{i \lambda \pi / 2} \lambda d \lambda, \tag{7.4}
\end{equation*}
$$

where we have employed (2.8) and the Wronskian relation

$$
\begin{equation*}
W\left[H_{\lambda}^{(1)}(\beta), H_{\lambda}^{(2)}(\beta)\right]=-(4 i / \pi \beta) \tag{7.5}
\end{equation*}
$$

For $\theta>\pi / 2$, the main contribution to (7.4) arises from a saddle point on the real axis, to the left of $\lambda=\beta$, where, according to (A.16) and (C.7),

$$
\begin{align*}
\lambda e^{i \lambda \pi / 2} Q_{\lambda, 1 / 2}^{(1)}(\cos \theta) / H_{\lambda}^{(1)}(\beta) & \approx \frac{i}{2}(\lambda / \sin \theta)^{1 / 2}\left(\beta^{2}-\lambda^{2}\right)^{1 / 4} \\
& \times \exp \left[-i\left(\beta^{2}-\lambda^{2}\right)^{1 / 2}+i \lambda\left(\frac{\pi}{2}-\theta+\cos ^{-1}(\lambda / \beta)\right)\right] \tag{7.6}
\end{align*}
$$

so that the saddle-point is at

$$
\begin{equation*}
\cos ^{-1}(\bar{\lambda} / \beta)=\theta-(\pi / 2) \rightarrow \bar{\lambda}=\beta \sin \theta \tag{7.7}
\end{equation*}
$$

The saddle-point evaluation gives

$$
\begin{equation*}
\chi_{0}^{(1)} \approx 2 i \cos \theta e^{i \beta \cos \theta} \quad\left(\theta-\pi / 2 \gg \beta^{-1 / 3}\right) \tag{7.8}
\end{equation*}
$$

in agreement with the geometrical optics approximation (7.2).
The condition in parentheses arises from the fact that (A.16) is valid only for $\beta-\lambda \gg \beta^{1 / 3}$. As $\theta$ approaches $\pi / 2$, the saddle point (7.7) moves towards $\lambda=\beta$ and, if $|\theta-(\pi / 2)| \lesssim \beta^{-1 / 3}$, we have to employ the approximation (A.17):

$$
\begin{equation*}
H_{\lambda}^{(1)}(\beta) \approx 2(2 / \beta)^{1 / 3} e^{-i \pi / 3} A i\left(x e^{2 i \pi / 3}\right) \quad\left(|\lambda-\beta| \lesssim \beta^{1 / 3}\right) \tag{7.9}
\end{equation*}
$$

where

$$
\begin{equation*}
x=(2 / \beta)^{1 / 3}(\lambda-\beta) \tag{7.10}
\end{equation*}
$$

Since the main contribution to the integral in this case arises from $|x| \lesssim 1$, we may extend the range of integration where (7.9) is employed to infinity, with the following result:

$$
\begin{equation*}
\chi_{0}^{(1)} \approx \frac{e^{-i \pi / 6}}{\pi(\sin \theta)^{1 / 2}} \frac{\exp \{i \beta[(\pi / 2)-\theta)]\}}{(4 \beta)^{1 / 3}} \mathcal{F}(\tau) \quad\left(|\theta-(\pi / 2)| \lesssim \beta^{-1 / 3}\right) \tag{7.11}
\end{equation*}
$$

where

$$
\begin{equation*}
\tau=(\beta / 2)^{1 / 3}[(\pi / 2)-\theta] \tag{7.12}
\end{equation*}
$$

and

$$
\begin{align*}
\mathscr{F}(\boldsymbol{\tau}) & =\int_{0}^{\infty} \frac{e^{i \tau x}}{A i\left(x e^{i \pi / 3}\right)} d x+\int_{0}^{\infty} \frac{e^{-i \tau x}}{A\left(x e^{-i \pi / 3}\right)} d x \\
& =-e^{i \pi / 3} \int_{\infty \exp (-i \pi / 3)}^{\infty \exp (2 i \pi / 3)} \frac{\exp \left(e^{-i \pi / 6} \tau w\right)}{A i(w)} d w \tag{7.13}
\end{align*}
$$

Finally, if $(\pi / 2)-\theta \gg \beta^{-1 / 3}$, we may evaluate (7.4) by closing the path of integration in the upper half-plane, where the integrand is exponentially decreasing at infinity. This leads to a residue series at the poles of $\left[H_{\lambda}^{(1)}(\beta)\right]^{-1}$. The terms in the series are then rapidly decreasing and the main contribution arises from the poles (3.5):

$$
\begin{equation*}
\chi_{0}^{(1)} \approx\left(\frac{2}{\beta}\right)^{1 / 3} \frac{e^{-i \pi / 3}}{(\sin \theta)^{1 / 2}} \sum_{n} \frac{\exp \left\{i \lambda_{n}[(\pi / 2)-\theta]\right\}}{A i^{\prime}\left(-x_{n}\right)}\left(\frac{\pi}{2}-\theta \gg \beta^{-1 / 3}\right) \tag{7.14}
\end{equation*}
$$

This corresponds to the surface waves associated with $\gamma_{0}$ in (5.6). The normal derivative is exponentially damped in the shadow region $\frac{\pi}{2}-\theta \gg \beta^{-1 / 3}$, in good agreement with (7.1).

Thus, the only domain where Kirchhoff's approximation (7.1) - (7.2) fails to be accurate is the penumbra region

$$
\begin{equation*}
|\theta-(\pi / 2)| \lesssim \beta^{1 / 3} \tag{7.15}
\end{equation*}
$$

where the normal derivative is given by (7.11). The function $\mathcal{F}(\tau)$, which gives the transition from light to shadow, was introduced by Fock (3).

There remains to be shown that (7.11) goes over smoothly into (7.8) or (7.14) for $|\theta-(\pi / 2)| \gg \beta^{-1 / 3}$. The asymptotic behavior of the integrand of (7.13) in the $w$-plane follows from Appendix D. It is found that the path of integration, represented by the straight line D in Fig. 9, may be deformed at will, provided that it begins and ends at infinity outside of the shaded sector.

If $\tau \gg 1$, we may evaluate (7.13) by moving the path of integration to infinity in the left half-plane, which leads to a residue series at the poles $-x_{n}$ :

$$
\begin{equation*}
\mathfrak{F}(\tau)=2 \pi e^{-i \pi / 6} \sum_{n} \frac{\exp \left(-e^{-i \pi / 6} \tau x_{n}\right)}{A i^{\prime}\left(-x_{n}\right)} \quad(\tau \gg 1) \tag{7.16}
\end{equation*}
$$

On the other hand, if $\tau \ll-1$, we may evaluate (7.13) by the saddle-point method. For this purpose, $D$ is deformed to the right over the region where $|w| \gg 1$, so that the expansion (D.4) can be employed. The saddle point is located at

$$
\begin{equation*}
\bar{w}=e^{-i \pi / 3} \tau^{2} \tag{7.17}
\end{equation*}
$$



Fig. 9. Paths of integration for (7.13); $\bar{w}$ is the saddle point. $\times \times \times$-Poles of $[A i(w)]^{-1}$. The path must begin and end at infinity outside of the shaded sector.
and the corresponding path of integration $C$ is shown in Fig. 9. The result of the saddle-point evaluation is

$$
\begin{equation*}
\mathcal{F}(\tau) \approx 4 \pi e^{-i \pi / 3}|\tau| \exp \left(i|\tau|^{3} / 3\right) \quad(\tau \ll-1) \tag{7.18}
\end{equation*}
$$

Substituting (7.16) in (7.11), we get (7.14). Substituting (7.18) in (7.11), we find

$$
\begin{equation*}
x_{0}^{(1)} \approx 2 i \frac{[(\pi / 2)-\theta]}{(\sin \theta)^{1 / 2}} \exp \left\{i \beta\left[\left(\frac{\pi}{2}-\theta\right)-\frac{1}{3!}\left(\frac{\pi}{2}-\theta\right)^{3}\right]\right\}, \tag{7.19}
\end{equation*}
$$

which agrees with (7.8) for $\theta-(\pi / 2) \gg \beta^{-1 / 3}$ (but still not too large, so that $\beta \cos \theta$ is well approximated by the expansion within curly brackets in (7.19)).

Thus, Fock's function indeed interpolates smoothly between the shadow and lit regions on the surface of the sphere. However, it cannot be employed in the lit region too far beyond $\theta-(\pi / 2) \sim \beta^{-1 / 3}$.

## B. The Neighborhood of the Shadow Boundary

Let us now consider the behavior of the wave function in the neighborhood of the geometrical shadow boundary, $\theta \approx \theta_{0}$ (cf. (5.2)), at not too large a distance from the sphere,

$$
\begin{equation*}
r \ll \beta^{1 / 3} a . \tag{7.20}
\end{equation*}
$$

Under these conditions it follows from (5.8) and (5.9) that

$$
\begin{equation*}
\left|\exp \left(i \lambda_{n} \delta_{0}\right)\right| \ll 1 \tag{7.21}
\end{equation*}
$$

so that we need only be concerned with $\psi_{0}^{(1)}$, which is given by (6.6).
We have seen that (6.6) has saddle points at $\bar{\lambda}=\rho \sin \theta$ and $\bar{\lambda}=k p$, where $p$ is given by ( 6.19 ). The neighborhood of the shadow boundary is characterized by the fact that these two saddle points approach each other, moving toward the point $\lambda=\beta$. The main contribution to the integral then arises from the neighborhood of $\lambda=\beta$, so that it is convenient to take the path of integration through this point and to split it in the following form:

$$
\begin{align*}
\psi_{0}^{(1)}=-\left(\frac{\pi}{2 \rho}\right)^{1 / 2} e^{-i \pi / 4} & {\left[\int_{\sigma_{1} \infty}^{\beta} \frac{H_{\lambda}^{(2)}(\beta)}{H_{\lambda}^{(1)}(\beta)} H_{\lambda}^{(1)}(\rho) Q_{\lambda-1 / 2}^{(1)}(\cos \theta) e^{i \lambda \pi / 2} \lambda d \lambda\right.} \\
& +2 \int_{\beta}^{\sigma_{2} \infty} \frac{J_{\lambda}(\beta)}{H_{\lambda}^{(1)}(\beta)} H_{\lambda}^{(1)}(\rho) Q_{\lambda-1 / 2}^{(1)}(\cos \theta) e^{i \lambda \pi / 2} \lambda d \lambda  \tag{7.22}\\
& \left.-\int_{\beta}^{\sigma_{2} \infty} H_{\lambda}^{(1)}(\rho) Q_{\lambda-1 / 2}^{(1)}(\cos \theta) e^{i \lambda \pi / 2} \lambda d \lambda\right]=\psi_{01}^{(1)}+\psi_{02}^{(1)}+\psi_{03}^{(1)},
\end{align*}
$$

where $\sigma_{1} \infty$ and $\sigma_{2} \infty$ denote the beginning and end points of $\Gamma$, as illustrated
in Fig. 6, and we have used the identity

$$
\begin{equation*}
H_{\lambda}^{(2)}(\beta) / H_{\lambda}^{(1)}(\beta)=2 J_{\lambda}(\beta) / H_{\lambda}^{(1)}(\beta)-1 \tag{7.23}
\end{equation*}
$$

In $\psi_{03}^{(1)}$, we may employ the same approximations that led to (6.9). Restricting ourselves to the main term of (6.11), we find

$$
\begin{align*}
\psi_{03}^{(1)} \approx & \left(\frac{\rho}{2 \pi \sin \theta}\right)^{1 / 2} e^{-i \pi / 4} \\
& \quad \cdot \int_{\theta_{0}}^{\sigma_{2}^{\prime} \propto}(\sin w \cos w)^{1 / 2} \exp \{i \rho[\cos w+(w-\theta) \sin w]\} d w . \tag{7.24}
\end{align*}
$$

Above the shadow boundary, the integrand still has a saddle point at $\bar{w}=\theta$, as in (6.10). In any case, for $\theta \approx \theta_{0}$, the main contribution comes from the neighborhood of the lower limit of integration, so that we may expand the integrand around $w=\theta$ and extend the corresponding range of integration to infinity, with the following result:

$$
\begin{equation*}
\psi_{03}^{(1)} \approx\left(\frac{k z}{2 \pi}\right)^{1 / 2} e^{-i \pi / 4} e^{i k z} \int_{\theta_{0}}^{\infty} \exp \left[i k z(w-\theta)^{2} / 2\right] d w \tag{7.25}
\end{equation*}
$$

where we have substituted $\rho \cos \theta=k z$.
The condition for the validity of this approximation is that higher-order terms in the expansion of the exponent in (7.24) shall be negligible in the relevant portion of the domain of integration. This leads to the following conditions:

$$
\begin{align*}
k z & \gg \beta^{2 / 3},  \tag{7.26}\\
\left|\theta-\theta_{0}\right| & \ll \beta^{-1 / 3} . \tag{7.27}
\end{align*}
$$

The above result may be rewritten as follows:

$$
\begin{equation*}
\psi_{03}^{(1)} \approx e^{i k z-i \pi / 4}[F(\infty)-F(-\nu)] / \sqrt{2} \tag{7.28}
\end{equation*}
$$

where

$$
\begin{equation*}
\nu=(k z / \pi)^{1 / 2}\left(\theta-\theta_{0}\right) \tag{7.29}
\end{equation*}
$$

and

$$
\begin{equation*}
F(\nu)=\int_{0}^{\nu} \exp \left(i \pi \tau^{2} / 2\right) d \tau \tag{7.30}
\end{equation*}
$$

is the Fresnel integral. Since

$$
\begin{equation*}
F(\infty)=e^{i \pi / 4} / \sqrt{2}, \tag{7.31}
\end{equation*}
$$

(7.28) becomes

$$
\begin{equation*}
\psi_{03}^{(1)} \approx \frac{1}{2} e^{i k z}-\frac{e^{i k z-i \pi / 4}}{\sqrt{2}} F(-\nu) \tag{7.32}
\end{equation*}
$$

This is analogous to the classical Fresnel diffraction pattern of a straight edge (19). On the geometrical shadow boundary, where $\nu=0$ (cf. (7.29)), it would give one half the amplitude of the incident wave, which is a well-known result.

Now let us consider the two remaining terms of (7.22). Since the main contribution to the integrals comes from the neighborhood of $\lambda=\beta$, we may employ the approximations (A.17) and (A.18), which give

$$
\begin{align*}
H_{\lambda}^{(2)}(\beta) / H_{\lambda}^{(1)}(\beta) & \approx e^{2 i \pi / 3} A i\left(x e^{-2 i \pi / 3}\right) / A i\left(x e^{2 i \pi / 3}\right) & & (\lambda<\beta)  \tag{7.33}\\
2 J_{\lambda}(\beta) / H_{\lambda}^{(1)}(\beta) & \approx e^{i \pi / 3} A i(x) / A i\left(x e^{2 i \pi / 3}\right) & & (\lambda>\beta) \tag{7.34}
\end{align*}
$$

where $x$ is defined by (7.10).
For the remaining factors of the integrand, we may employ the same approximations that led to (7.24), so that we get, with the substitution (6.8),

$$
\begin{align*}
\psi_{01}^{(1)}+\psi_{02}^{(1)} \approx & -\left(\frac{\rho}{2 \pi \sin \theta}\right)^{1 / 2} e^{-i \pi / 4}\left\{e^{2 i \pi / 3} \int_{\sigma_{1}^{\prime} \infty}^{\theta_{0}}(\sin w \cos w)^{1 / 2}\right. \\
& \cdot \frac{A i\left(x e^{-2 i \pi / 3}\right)}{A i\left(x e^{2 i \pi / 3}\right)} \exp \{i \rho[\cos w+(w-\theta) \sin w]\} d w \\
& +e^{i \pi / 3} \int_{\theta_{0}}^{\sigma_{2}{ }^{2} \infty}(\sin w \cos w)^{1 / 2} \frac{A i(x)}{A i\left(x e^{2 i \pi / 3}\right)}  \tag{7.35}\\
& \times \exp \{i \rho[\cos w+(w-\theta) \sin w]\} d w\}
\end{align*}
$$

In the neighborhood of $\theta=\theta_{0}$, we may again employ the expansion around $w=\theta$ that led to (7.25), with the following result:

$$
\begin{align*}
& \psi_{01}^{(1)}+\psi_{\mathrm{v} 2}^{(1)} \approx-\left(\frac{k z}{2 \pi}\right)^{1 / 2} e^{-i \pi / 4} e^{i k z}\left\{e^{2 i \pi / 3} \int_{-\infty}^{\theta_{0}} \exp \left[i k z(w-\theta)^{2} / 2\right]\right. \\
& \times \frac{A i\left(x e^{-2 i \pi / 3}\right)}{A i\left(x e^{2 i \pi / 3}\right)} d w  \tag{7.36}\\
&\left.+e^{i \pi / 3} \int_{\theta_{0}}^{\infty} \exp \left[i k z(w-\theta)^{2} / 2\right] \frac{A i(x)}{A i\left(x e^{2 i \pi / 3}\right)} d w\right\},
\end{align*}
$$

where
$x=\left(\frac{2}{\beta}\right)^{1 / 3} \rho\left(\sin w-\sin \theta_{0}\right)=2\left(\frac{2}{\beta}\right)^{1 / 3} \rho \cos \left(\frac{w+\theta_{0}}{2}\right) \sin \left(\frac{w-\theta_{0}}{2}\right)$.
The discussion of the asymptotic behavior of the Airy function given in Appendix $D$ shows that values of $|x| \gg 1$ do not contribute much to the integrals in (7.36). On the other hand, $\rho / \beta^{1 / 3} \geqq \beta^{2 / 3} \gg 1$, so that, according to (7.37), only small values of $\left|w-\theta_{0}\right|$ give a significant contribution. Under these
conditions, we may replace (7.37) by

$$
\begin{equation*}
x \approx(2 / \beta)^{1 / 3} \rho \cos \theta_{0}\left(w-\theta_{0}\right) \approx(2 / \beta)^{1 / 3} k z\left(w-\theta_{0}\right) \tag{7.38}
\end{equation*}
$$

where the last approximation follows from $\theta_{0} \approx \theta$.
Making the change of variable (7.38) in (7.36), we find

$$
\begin{align*}
\psi_{01}^{(1)}+\psi_{02}^{(1)} & \approx-\pi^{-1 / 2} e^{-i \pi / 4} \eta e^{i k z} \exp \left(i \pi \nu^{2} / 2\right)\left[e^{2 i \pi / 3} \int_{-\infty}^{0} \exp \left(i \xi x+i \eta^{2} x^{2}\right)\right. \\
& \left.\times \frac{A i\left(x e^{-2 i \pi / 3}\right)}{A i\left(x e^{2 i \pi / 3}\right)} d x+e^{i \pi / 3} \int_{0}^{\infty} \exp \left(i \xi x+i \eta^{2} x^{2}\right) \frac{A i(x)}{A i\left(x e^{2 i \pi / 3}\right)} d x\right] \tag{7.39}
\end{align*}
$$

where $\nu$ is given by (7.29), and

$$
\begin{equation*}
\xi=(\beta / 2)^{1 / 3}\left(\theta-\theta_{0}\right), \quad \eta=(\beta / 2)^{1 / 3} /(2 k z)^{1 / 2} \tag{7.40}
\end{equation*}
$$

According to (7.26) and (7.27), we have $|\xi| \ll 1, \eta \ll 1$, so that, in the significant range of the domain of integration, the exponential function in the integrands of (7.39) may be replaced by unity, with the following result:

$$
\begin{equation*}
\psi_{01}^{(1)}+\psi_{02}^{(1)} \approx-C e^{-i \pi / 4} \beta^{1 / 3}(2 \pi k z)^{-1 / 2} \exp \left(i k z+i \pi \nu^{2} / 2\right) \tag{7.41}
\end{equation*}
$$

where

$$
\begin{equation*}
2^{1 / 3} C=e^{2 i \pi / 3} \int_{-\infty}^{0} \frac{A i\left(x e^{-2 i \pi / 3}\right)}{A i\left(x e^{2 i \pi / 3}\right)} d x+e^{i \pi / 3} \int_{0}^{\infty} \frac{A i(x)}{A i\left(x e^{2 i \pi / 3}\right)} d x . \tag{7.42}
\end{equation*}
$$

The constant $C$ has been evaluated by Rubinow and Wu (20) who found

$$
\begin{equation*}
C \approx 0.99615 e^{i \pi / 3} \tag{7.43}
\end{equation*}
$$

It follows from (7.28) and (7.41) that

$$
\begin{equation*}
\psi_{0}^{(1)} \approx \frac{e^{-i \pi / 4}}{\sqrt{2}} e^{i k z}\left[F(\infty)-F(-\nu)-2^{1 / 3} C \xi \frac{\exp \left(i \pi \nu^{2} / 2\right)}{\pi \nu}\right] \tag{7.44}
\end{equation*}
$$

The conditions for the validity of this result, besides (7.27), are (7.20) and (7.26), which may be combined into the following condition:

$$
\begin{equation*}
\beta^{-1 / 3} a \ll z \ll \beta^{1 / 3} a . \tag{7.45}
\end{equation*}
$$

It is readily seen that, for $|\nu| \gg 1$, either in the lit or in the shadow region, the last term of (7.44) is a small correction, of the order of $|\xi|$, to the amplitude of the diffracted wave.

Thus, if $\left|\theta-\theta_{0}\right| \ll \beta^{-1 / 3}$, in the domain (7.45), the transition from light to shadow is described by an angular Fresnel diffraction pattern very similar to the classical one for a straight edge. The effects of the curvature of the sphere come in through small correction terms, of the order of $|\xi|$. If $\left|\theta-\theta_{0}\right| \gg \beta^{-1 / 3}$,
we go over either to the lit region, where (6.23) is valid, or to the shadow region, where (5.6) is valid (cf. (5.10)).

Finally, let us consider the immediate neighborhood of the shadow boundary, where (cf. (7.29))

$$
\begin{equation*}
|\nu| \ll 1 \tag{7.46}
\end{equation*}
$$

We may then approximate the Fresnel integral by the first term in its power series expansion,

$$
\begin{equation*}
-F(-\nu) \approx \nu=\frac{\rho \cos \theta\left(\theta-\theta_{0}\right)}{(\pi k z)^{1 / 2}} \approx \frac{\rho\left(\sin \theta-\sin \theta_{0}\right)}{(\pi k z)^{1 / 2}} \tag{7.47}
\end{equation*}
$$

and the exponential in the last term of (7.44) may be replaced by unity. Taking into account (7.31), we get

$$
\begin{equation*}
\psi_{0}^{(1)} \approx \frac{1}{2} e^{i k z}\left[1+\left(\frac{2}{\pi k z}\right)^{1 / 2} e^{-i \pi / 4} k\left(r \sin \theta-a-C \beta^{-2 / 3} a\right)\right] \tag{7.48}
\end{equation*}
$$

Defining the shadow boundary by the condition that $|\psi|=1 / 2$ on it, we find from (7.48) that the shadow boundary no longer lies at $r \sin \theta=a$, as in (7.32), but rather at

$$
\begin{equation*}
r \sin \theta=a+s \tag{7.49}
\end{equation*}
$$

where

$$
\begin{equation*}
s=a(\operatorname{Re} C+\operatorname{Im} C) / \beta^{2 / 3}=1.36077 a / \beta^{2 / 3} \tag{7.50}
\end{equation*}
$$

This is identical to the result, found by Rubinow and Keller (21) for a circular cylinder and by S. O. Rice (22) for a parabolic cylinder, thus confirming, in the present example, Rubinow and Keller's conjecture that the result is true also for three-dimensional obstacles.

There remains to examine the consistency of the various approximations leading to (7.48). According to (7.47), (7.49), and (7.50), the order of magnitude of $\nu$ at the (shifted) shadow boundary is given by

$$
\begin{equation*}
\nu \sim \frac{k s}{(\pi k z)^{1 / 2}} \sim \frac{\beta^{1 / 3}}{(\pi k z)^{1 / 2}} \tag{7.51}
\end{equation*}
$$

According to (7.26), this satisfies condition (7.46).
It is readily verified that, in the domain defined by (7.27) and (7.45), the neglected terms in (6.11) and in the approximations that were made in connection with (7.35) give contributions of a higher order of magnitude.

## VIII. THE FRESNEL-LOMMEL REGION

## A. Basic Approximations

According to classical diffraction theory, the Fresnel region is the domain, in the neighborhood of the shadow boundary, viewed from which the obstacle
contains a large number of Fresnel zones, i.e., $r \ll a^{2} / \lambda$, where $\lambda$ is the wavelength. We shall now consider the behavior of the wave function in this region, at distances larger than those allowed by (7.20), i.e.,

$$
\begin{equation*}
\beta^{1 / 3} a \lesssim r \ll \beta a \tag{8.1}
\end{equation*}
$$

At the same time, we shall stay within the geometrical shadow, or not too far outside:

$$
\begin{equation*}
\theta \lesssim \theta_{0} \sim a / r \tag{8.2}
\end{equation*}
$$

We shall call this the Fresnel-Lommel region, because, as will be seen later, the wave function throughout most of this region can be approximated by Lommel's classical solution to the problem of diffraction by a circular disc (23).

According to (5.8), (5.9), (8.1), and (8.2), condition (7.21) is no longer satisfied in this region, but rather $\left|\exp \left(i \lambda_{n} \delta_{0}\right)\right| \gtrsim 1$. Thus, the integral containing $Q_{\lambda-1 / 2}^{(2)}(\cos \theta)$ in (6.2) can no longer be expressed as a residue series and we must consider, in the place of (7.22),

$$
\begin{align*}
\psi_{0}=-\left(\frac{\pi}{2 \rho}\right)^{1 / 2} & e^{-i \pi / 4}\left[\int_{\sigma_{1} \infty}^{\beta} \frac{H_{\lambda}^{(2)}(\beta)}{H_{\lambda}^{(1)}(\beta)} H_{\lambda}^{(1)}(\rho) P_{\lambda-1 / 2}(\cos \theta) e^{i \lambda \pi / 2} \lambda d \lambda\right. \\
& +2 \int_{\beta}^{\sigma_{2} \infty} \frac{J_{\lambda}(\beta)}{H_{\lambda}^{(1)}(\beta)} H_{\lambda}^{(1)}(\rho) P_{\lambda-1 / 2}(\cos \theta) e^{i \lambda \pi / 2} \lambda d \lambda  \tag{8.3}\\
& \left.-\int_{\beta}^{\sigma_{2} \infty} H_{\lambda}^{(1)}(\rho) P_{\lambda-1 / 2}(\cos \theta) e^{i \lambda \pi / 2} \lambda d \lambda\right]=\psi_{01}+\psi_{02}+\psi_{03}
\end{align*}
$$

The third term of (8.3), like that of (7.22), depends on the scatterer only through its radius appearing in the lower limit of integration. Roughly, it represents the effect of cutting off from the incident wave all the rays that meet the sphere, so that the sphere behaves, in this respect, like an opaque disc of radius $a$. We shall see that this term gives rise to the classical diffraction pattern of a circular disc. It corresponds to the "shadow-forming wave" mentioned in Section VII.

The main contribution to the integrals in (8.3) still arises from the neighborhood of $\lambda=\beta$, so that $H_{\lambda}^{(1)}(\rho)$ may be replaced by the expansion (A.16). On the other hand, since we want to consider both the behavior for $\beta \theta \lesssim 1$ and for $\beta \theta \gg 1$, we shall employ the uniform asymptotic expansion (C.11) of $P_{\lambda-1 / 2}(\cos \theta)$. Finally, in $\psi_{01}$ and $\psi_{02}$, we may again employ the approximations (7.33) and (7.34). The results are

$$
\begin{align*}
& \psi_{01}+\psi_{02} \approx \frac{i}{\rho}\left(\frac{\theta}{\sin \theta}\right)^{1 / 2}\left\{e ^ { 2 i \pi / 3 } \int _ { \sigma _ { 1 } \infty } ^ { \beta } \frac { A i ( x e ^ { - 2 i \pi / 3 } ) } { A i ( x e ^ { 2 i \pi / 3 } ) } \operatorname { e x p } \left[i\left(\rho^{2}-\lambda^{2}\right)^{1 / 2}\right.\right. \\
&\left.+i \lambda \sin ^{-1}(\lambda / \rho)\right] J_{0}(\lambda \theta) \lambda d \lambda+e^{i \pi / 3} \int_{\beta}^{\sigma_{2} \infty} \frac{A i(x)}{A i\left(x e^{2 i \pi / 3}\right)} \exp \left[i\left(\rho^{2}-\lambda^{2}\right)^{1 / 2}\right.  \tag{8.4}\\
&\left.\left.+i \lambda \sin ^{-1}(\lambda / \rho)\right] J_{0}(\lambda \theta) \lambda d \lambda\right\}
\end{align*}
$$

where $x$ is given by (7.10) and

$$
\begin{align*}
& \psi_{03} \approx-i \rho(\theta / \sin \theta)^{1 / 2} \int_{a / r}^{\sigma_{2} \infty} \operatorname{cxp}\left\{i \rho \left[\left(1-\tau^{2}\right)^{1 / 2}\right.\right.  \tag{8.5}\\
&\left.\left.+\tau \sin ^{-1} \tau\right]\right\} J_{0}(\rho \theta \tau)\left(1-\tau^{2}\right)^{-1 / 4} \tau d \tau
\end{align*}
$$

where we have made $\lambda=\rho \tau$.
Since the main contribution to the integral in (8.5) comes from the neighborhood of the lower limit $\tau \sim a / r \lesssim \beta^{-1 / 3} \ll 1$, we may expand the integrand in powers of $\tau$, keeping only the main terms:

$$
\begin{equation*}
\psi_{03} \approx-i \rho(\theta / \sin \theta)^{1 / 2} e^{i \rho} \int_{a / r}^{\infty} \exp \left(i \rho \tau^{2} / 2\right) J_{0}(\rho \theta \tau) \tau d \tau \tag{8.6}
\end{equation*}
$$

where the upper limit has been replaced by $\infty$.
According to Appendix E, this integral may be expressed in terms of Lommel functions. In fact, it follows from (E.5) that

$$
\begin{equation*}
\psi_{03} \approx\left(\frac{\theta}{\sin \theta}\right)^{1 / 2} \exp \left(i \rho+i k \frac{a^{2}}{2 r}\right)\left[V_{0}\left(\frac{k a^{2}}{r}, \beta \theta\right)+i V_{1}\left(\frac{k a^{2}}{r}, \beta \theta\right)\right] \tag{8.7}
\end{equation*}
$$

where $V_{0}$ and $V_{1}$ are Lommel functions of orders zero and one.
Similarly, in (8.4), we may approximate

$$
\begin{equation*}
\left(\rho^{2}-\lambda^{2}\right)^{1 / 2}+\lambda \sin ^{-1}(\lambda / \rho) \approx \rho+\left(\lambda^{2} / \Omega \rho\right) \tag{8.8}
\end{equation*}
$$

Taking $x$ as new variable of integration, we find

$$
\begin{equation*}
\lambda^{2} / 2 \rho=k a^{2} / 2 r+(\beta / 2)^{1 / 3} a x / r+(\beta / 2)^{2 / 3} x^{2} / 2 \rho \tag{8.9}
\end{equation*}
$$

The main contribution to the integrals comes from $|x| \lesssim 1$, because of the Airy functions. Thus, according to (8.1), the last term of (8.9) is negligible, and we find

$$
\begin{align*}
\psi_{01}+ & \psi_{02} \approx i\left(\frac{\beta}{2}\right)^{1 / 3} \frac{a}{r}\left(\frac{\theta}{\sin \theta}\right)^{1 / 2} \exp \left(i \rho+i k \frac{a^{2}}{2 r}\right) \\
& \times\left\{e^{2 i \pi / 3} \int_{-\infty}^{0} \frac{A i\left(x e^{-2 i \pi / 3}\right)}{A i\left(x e^{2 i \pi / 3}\right)} \exp \left[i\left(\frac{\beta}{2}\right)^{1 / 3} \frac{a}{r} x\right] J_{0}\left[\beta \theta+\left(\frac{\beta}{2}\right)^{1 / 3} \theta x\right] d x\right.  \tag{8.10}\\
& \left.+e^{i \pi / 3} \int_{0}^{\infty} \frac{A i(x)}{A i\left(x e^{2 i \pi / 3}\right)} \exp \left[i\left(\frac{\beta}{2}\right)^{1 / 3} \frac{a}{r} x\right] J_{0}\left[\beta \theta+\left(\frac{\beta}{2}\right)^{1 / 3} \theta x\right] d x\right\} .
\end{align*}
$$

Putting together (8.7) and (8.10), we finally get

$$
\begin{equation*}
\psi_{0} \approx\left(\frac{\theta}{\sin \theta}\right)^{1 / 2} \exp \left(i k r+i k \frac{a^{2}}{2 r}\right) f(s, t, u, v) \tag{8.11}
\end{equation*}
$$

where

$$
\begin{align*}
f(s, t, u, v) & =L(u, v)+i s F(s, t, v),  \tag{8.12}\\
L(u, v) & =V_{0}(u, v)+i V_{1}(u, v)  \tag{8.13}\\
F(s, t, v)=e^{2 i \pi / 3} \int_{-\infty}^{0} \frac{A i\left(. x e^{-2 i \pi / 3}\right)}{A i\left(x e^{2 i \pi / 3}\right)} & e^{i s x} J_{0}(v+t x) d x \\
& +e^{i \pi / 3} \int_{0}^{\infty} \frac{A i(x)}{A i\left(x e^{2 i \pi / 3}\right)} e^{i s x} J_{0}(v+t x) d x \tag{8.14}
\end{align*}
$$

and

$$
\begin{align*}
& s=(\beta / 2)^{1 / 3} a / r, \quad t=(\beta / 2)^{1 / 3} \theta, \\
& u=k a^{2} / r=\beta a / r, \quad v=\beta \theta=t u / s . \tag{8.15}
\end{align*}
$$

Conditions (8.1) and (8.2) are equivalent to

$$
\begin{equation*}
s \lesssim 1, \quad t \lesssim 1, \quad u \gg 1 \tag{8.16}
\end{equation*}
$$

According to classical diffraction theory, the wave function in the Fresnel region due to the diffraction of a plane wave by a circular disc of radius $a$ is (23)

$$
\begin{equation*}
\psi_{\mathrm{cl}}=\exp \left(i k r+i k \frac{a^{2}}{2 r}\right)\left[V_{0}\left(\frac{k a^{2}}{r}, \beta \sin \theta\right)+i V_{\mathrm{I}}\left(\frac{k a^{2}}{r}, \beta \sin \theta\right)\right] \tag{8.17}
\end{equation*}
$$

in the approximation where $\sin \theta \approx \theta$. In this approximation, (8.17) coincides with (8.7).

Thus, in (8.12), $L(u, v)$ represents Lommel's approximation, while $F(s, t, v)$ is a correction to classical diffraction theory of the same type as the Fock terms discussed in Section VII.
B. Behavior on the Axis (Poisson Spot)

For $\theta=0(r=z)$, we have, according to (E.3),

$$
\begin{equation*}
L(u, 0)=1 \tag{8.18}
\end{equation*}
$$

so that

$$
\psi_{0} \approx \exp \left(i k z+i k \begin{array}{c}
a^{2}  \tag{8.19}\\
2 z
\end{array}\right) f(s)
$$

where
$f(s)=1+i s\left[e^{2 i \pi / 3} \int_{0}^{\infty} \frac{A i\left(x e^{i \pi / 3}\right)}{A i\left(x e^{-i \pi / 3}\right)} e^{-i s x} d x+e^{i \pi / 3} \int_{0}^{\infty} \frac{A i(x)}{A i\left(x e^{2 i \pi / 3}\right)} e^{i s x} d x\right]$.
In Lommel's approximation, the second term would be absent, so that we would have $\left|\psi_{0}\right|=1$, i.e., the intensity along the axis would be identical to
that of the incident wave. This corresponds to the well-known Poisson spot.
According to Appendix $\mathrm{D}, A i\left(\zeta e^{i \pi / 3}\right) / A i\left(\zeta e^{-i \pi / 3}\right)$ goes to zero like

$$
\exp \left[-4 / 3|\zeta|^{3 / 2} \sin (3 \varphi / 2)\right]
$$

when $\zeta=|\zeta| \exp (i \varphi)$ goes to infinity in the sector $4 \pi / 3<\varphi<2 \pi$, so that the path of integration in the first integral of (8.20) may be rotated by $\pi / 3$ into the fourth quadrant, with the following result:

$$
\begin{align*}
f(s)=1+i s e^{i \pi / 3}\left[\int_{0}^{\infty} \frac{A i(x)}{A i\left(x e^{-2 i \pi / 3}\right)} \exp ( \right. & \left.-i e^{-i \pi / 3} s x\right) d x \\
& \left.+\int_{0}^{\infty} \frac{A i(x)}{A i\left(x e^{2 i \pi / 3}\right)} \exp (i s x) d x\right] \tag{8.21}
\end{align*}
$$

Both integrands now tend to zero like $\exp \left(-4 / 3 \cdot x^{3 / 2}\right)$ for $x \rightarrow \infty$.
At distances $z \ll \beta^{1 / 3} u(s \gg 1)$, the residue series representation (5.11) should converge well, so that the wave function must become exponentially small. To recover this result from (8.21), let us note that, by partial integration, (8.21) becomes

$$
\begin{equation*}
f(s)=\frac{e^{-i \pi / 6}}{2 \pi} \int_{0}^{\infty} \frac{\exp \left(-i e^{-i \pi / 3} s x\right)}{\left[A i\left(x e^{-2 i \pi / 3}\right)\right]^{2}} d x+\frac{e^{i \pi / 6}}{2 \pi} \int_{0}^{\infty} \frac{\exp (i s x)}{\left[A i\left(x e^{2 i \pi / 3}\right)\right]^{2}} d x \tag{8.22}
\end{equation*}
$$

where we have employed the Wronskian relation (D.2). This result may be rewritten as

$$
\begin{equation*}
f(s)=\frac{e^{i \pi / 6}}{2 \pi} \int_{1^{-}} \frac{\exp (i s \zeta)}{\left[A i\left(\zeta e^{2 i \pi / \pi}\right)\right]^{2}} d \zeta \tag{8.23}
\end{equation*}
$$

where $\Gamma$ is the path shown in Fig. 10, going from $\infty e^{2 i \pi / 3}$ to $\infty$.
If $s \gg 1$, the integral can be cvaluated by reducing it to a scrics of residucs at the poles $\zeta_{n}=e^{i \pi / 3} x_{n}$, where $-x_{n}$ is the $n$th zero of the Airy function. The result is

$$
\begin{equation*}
f(s)=e^{-i \pi / 6} s \sum_{n} \frac{\exp \left(i e^{i \pi / 3} s x_{n}\right)}{\left[A i^{\prime}\left(-x_{n}\right)\right]^{2}} \tag{8.24}
\end{equation*}
$$

Substituting this in (8.19), we find

$$
\begin{align*}
\psi_{0} \approx e^{-i \pi / 6} \exp \left(i k z+i k \frac{a^{2}}{2 z}\right)\left(\frac{\beta}{2}\right)^{1 / 3} \frac{a}{z} \sum_{n} \frac{\exp \left[i e^{i \pi / 3} x_{n}(\beta / 2)^{1 / 3} a / z\right]}{\left[A i^{\prime}\left(-x_{n}\right)\right]^{2}}  \tag{8.25}\\
\left(z \ll \beta^{1 / 3} a\right)
\end{align*}
$$

It may readily be verified that this result coincides with the term $m=0$ of (5.11), with $z \gg a$. Thus, the wave function along the axis is exponentially small for $z \ll \beta^{1 / 3} a$.


Fig. 10. Path of integration in (8.23). $\times \times \times$-Poles of the integrand. The integrand goes to zero at infinity outside of the shaded sector, except along the line of poles.

On the other hand, for $z \gg \beta^{1 / 3} a(s \ll 1)$, we can expand $f(s)$ in a power series,

$$
\begin{equation*}
f(s)=1+i s \sum_{n=0}^{\infty} i^{n} M_{n} s^{n} / n! \tag{8.26}
\end{equation*}
$$

where, according to (8.21),

$$
\begin{equation*}
M_{n}=e^{i \pi / 3} \int_{0}^{\infty} \frac{A i(x)}{A i\left(x e^{2 i \pi / 3}\right)} x^{n} d x+e^{i(2 n+1) \pi / 3} \int_{0}^{\infty} \frac{A i(x)}{A i\left(x e^{-2 i \pi / 3}\right)} x^{n} d x \tag{8.27}
\end{equation*}
$$

The first few coefficients $M_{n}$ have been computed by Wu (24). In particular,

$$
\begin{equation*}
M_{0}=2^{1 / 3} C=1.2551 e^{i \pi / 3}, \quad M_{1}=0.5323 e^{2 i \pi / 3} \tag{8.28}
\end{equation*}
$$

where $C$ is given by (7.43).
Substituting (8.26) in (8.19), we get

$$
\begin{array}{r}
\psi_{0} \approx \exp \left(i k z+i k \frac{a^{2}}{2 z}\right)\left[1+i M_{0}\left(\frac{\beta}{2}\right)^{1 / 3} \frac{a}{z}-M_{1}\left(\frac{\beta}{2}\right)^{2 / 3} \frac{a^{2}}{z^{2}}+\cdots\right]  \tag{8.29}\\
\left(z \gg \beta^{1 / 3} a\right)
\end{array}
$$

Thus, for $z \gg \beta^{1 / 3} a$, the intensity approaches that of the incident wave.
On comparing (8.29) with (8.25), we see that a Poisson spot of intensity
comparable to that of the incident wave begins to develop at a distance

$$
\begin{equation*}
z \sim \beta^{1 / 3} a \tag{8.30}
\end{equation*}
$$

from the sphere. This is in contrast to the case of a circular disc, where the Poisson spot begins to appear at a distance $z \sim a$ from the plane of the disc ( $\delta, \mathrm{p}$. 103).

## C. Behavior Away from the Axis

Let us consider first the term $L(u, v)$, which corresponds to the classical diffraction pattern (cf. (8.13)). The behavior of this term depends on the parameter

$$
\begin{equation*}
u / v=a / r \theta \approx \theta_{0} / \theta \tag{8.31}
\end{equation*}
$$

In the lit region, $\theta \gg \theta_{0}$, we can employ the expansion (E.1), which leads to

$$
\begin{equation*}
L(u, v)=\exp \left[-\frac{i}{2}\left(u+\frac{v^{2}}{u}\right)\right]+i \frac{u}{v} J_{1}(v)+\left(\frac{u}{v}\right)^{2} J_{2}(v)+\cdots \tag{8.32}
\end{equation*}
$$

The corresponding classical wave function, according to (8.11), would be

$$
\begin{align*}
\psi_{\mathrm{cl}} & \approx\left(\frac{\theta}{\sin \theta}\right)^{1 / 2}\left\{\exp \left[i \rho\left(1-\frac{\theta^{2}}{2}\right)\right]\right. \\
& \left.+i \frac{a}{r \theta} \exp \left(i \rho+i k \frac{a^{2}}{2 r}\right) J_{1}(\beta \theta)+\cdots\right\} \approx \exp (i \rho \cos \theta) \quad(\theta \gg a / r) \tag{8.33}
\end{align*}
$$

so that $\psi_{\mathrm{cl}}$ approaches the incident wave.
Near the shadow boundary, at $\theta=a / r$, we can employ (E.2), which gives

$$
\begin{equation*}
\left.L(u, u)=1,2 l e^{-i u}+J_{0}(u)\right] \tag{8.34}
\end{equation*}
$$

so that

$$
\begin{array}{r}
\psi_{\mathrm{ol}} \approx \frac{1}{2}\left(\frac{\theta}{\sin \theta}\right)^{1 / 2} \exp \left(i \rho-i k \frac{a^{2}}{2 r}\right)\left[1+\exp \left(i k \frac{a^{2}}{r}\right) J_{0}\left(\frac{k a^{2}}{r}\right)\right]  \tag{8.35}\\
(\theta=a / r)
\end{array}
$$

The factor $1 / 2$ corresponds to the classical behavior at the shadow boundary discussed in Section VII. For $r \gg \beta^{1 / 3} a$, the shift of the shadow boundary is no longer given by (7.50) : it increases with $r$ and then oscillates. At distances $r \sim \beta a$, which mark the transition to the Fraunhofer region, the concept of shadow boundary is already meaningless.

Finally, well within the geometrical shadow region, $\theta \ll \theta_{0}$, we can employ the expansion (E.6):

$$
\begin{equation*}
L(u, v) \approx J_{0}(v)-i \frac{v}{u} J_{1}(v)-\left(\frac{v}{u}\right)^{2} J_{2}(v)+\cdots \quad(u \gg v) \tag{8.36}
\end{equation*}
$$

which gives

$$
\begin{align*}
\psi_{\mathrm{cl}} \approx & \left(\frac{\theta}{\sin \theta}\right)^{1 / 2} \exp \left(i \rho+i k \frac{a^{2}}{2 r}\right) \\
& \cdot\left[J_{0}(\beta \theta)-i \frac{r \theta}{a} J_{1}(\beta \theta)-\left(\frac{r \theta}{a}\right)^{2} J_{2}(\beta \theta)+\cdots\right] \quad(\theta \ll a / r) \tag{8.37}
\end{align*}
$$

Now let us consider the effect of the Fock-type terms $F(s, t, v)$ in (8.12). Just as in (8.21), we can rewrite (8.14) as

$$
\begin{array}{r}
F(s, t, v)=e^{i \pi / 3}\left[\int_{0}^{\infty} \frac{A i(x)}{A i\left(x e^{-2 i \pi / 3}\right)} \exp \left(-i e^{-i \pi / 3} s x\right) J_{0}\left(v-e^{-i \pi / 3} t x\right) d x\right. \\
\left.\quad+\int_{0}^{\infty} \frac{A i(x)}{A i\left(x e^{2 i \pi / 3}\right)} \exp (i s x) J_{0}(v+t x) d x\right] \tag{8.38}
\end{array}
$$

In the shadow region, for $r \ll \beta^{1 / 3} a(s \gg 1)$, it can be shown, as in (8.25), that $i s F(s, t, v)$ cancels the main term in $L(u, v)$, leaving as a remainder a residue series corresponding to (5.11).

For $r \gtrsim \beta^{1 / 3} a(s \lesssim 1)$ and $\theta \ll \beta^{-1 / 3}(t \ll 1)$, the main contribution to the integrals (8.38) arises from small values of the argument, because of the Airy functions. Therefore, we may employ the expansion

$$
\begin{equation*}
J_{0}(v+t x)=J_{0}(v)-t x J_{1}(v)+\cdots \tag{8.39}
\end{equation*}
$$

and similarly for the other term, with the following result:

$$
\begin{equation*}
i s F(s, t, v)=[f(s)-1] J_{0}(v)-\operatorname{tg}(s) J_{1}(v)+\cdots \quad(s \lesssim 1, t \ll 1) \tag{8.40}
\end{equation*}
$$

where $f(s)$ is given by (8.21) and

$$
\begin{align*}
g(s)=i s e^{i \pi / 3}\left[\int_{0}^{\infty} \frac{A i(x)}{A i\left(x e^{2 i \pi / 3}\right)}\right. & \exp (i s x) x d x-e^{-i \pi / 3} \\
& \left.\times \int_{0}^{\infty} \frac{A i(x)}{A i\left(x e^{-2 i \pi / 3}\right)} \exp \left(-i e^{-i \pi / 3} s x\right) x d x\right] \tag{8.41}
\end{align*}
$$

In particular, if also $s \ll 1$, we may expand the exponentials in power series, and we get, with the help of (8.27), $F(s, t, v) \approx\left(M_{0}+i M_{1} s+\cdots\right) J_{0}(v)$

$$
\begin{equation*}
-I_{1} t J_{1}(v)+\cdots \quad(s \ll 1, t \ll 1) . \tag{8.42}
\end{equation*}
$$

Taking into account (8.11) and (8.37), this leads to

$$
\begin{gather*}
\psi_{0} \approx\left(\frac{\theta}{\sin \theta}\right)^{1 / 2} \exp \left(i k r+i k \frac{a^{2}}{2 r}\right)\left\{\left[1+i M_{0}\left(\frac{\beta}{2}\right)^{1 / 3} \frac{a}{r}-M_{1}\left(\frac{\beta}{2}\right)^{2 / 3}\left(\frac{a}{r}\right)^{2}+\cdots\right]\right. \\
\left.\times J_{0}(\beta \theta)-i\left[1+M_{1}\left(\frac{\beta}{2}\right)^{2 / 3}\left(\frac{a}{r}\right)^{2}+\cdots\right] \frac{r \theta}{a} J_{1}(\beta \theta)+\cdots\right\}  \tag{8.43}\\
\left(r \gg \beta^{1 / 3} a, \theta \ll a / r\right) .
\end{gather*}
$$

Note that (8.29) is a particular case of this result.

In the neighborhood of the axis, for $r \gg \beta^{1 / 3} a$, the intensity, according to (8.43), behaves like $J_{0}{ }^{2}(\beta \theta)$ times the intensity of the incident wave, so that the Poiscon spot actually corresponds to a "Poisson cone" of angular opening

$$
\begin{equation*}
\theta \sim \beta^{-1} . \tag{8.44}
\end{equation*}
$$

In this region, the fock terms give only a small correction, having the same angular dependence as the Fresnel-Lommel approximation.

Finally, if $\theta \gg \beta^{-1 / 3}$, we must recover the reflected wave, given by (6.23). It can be verified that it arises from a saddle point in one of the Fock terms. However, we shall not discuss this problem here; the analogous but simpler case of the far field will be discussed in the next Section.

## IN. THE SCATTERING AMPLITUDE

## A. Behavior Away from Forward or Backward Directions

For $r \rightarrow \infty$, we have

$$
\begin{equation*}
\psi(r, \theta) \approx e^{i k x}+f(k, \theta) e^{i k r} / r \tag{9.1}
\end{equation*}
$$

where $f(k, \theta)$ is the scattering amplitude. If $\theta$ is not too close to 0 or $\pi, f(k, \theta)$ may be obtained from the expressions derived in Section VI, which remain valid for $r \rightarrow \infty$. Actually, the asymptotic form (9.1) is already valid in the "Fraunhofer region" defined by $r \gg \beta a$ (cf. Section VIII).

According to (6.19) and Fig. 7, the angle $\bar{w}$ approaches zero as $r \rightarrow \infty$, so that $\zeta \rightarrow \theta / 2$ in (6.20) and the sandle point approaches

$$
\begin{equation*}
\bar{\lambda}=k p=\beta \cos (\theta / 2) \tag{9.2}
\end{equation*}
$$

This corresponds to the geometrically reflected ray in the direction $\theta$, as shown in Fig. 11.

It follows from (6.23) and (6.24) that

$$
\begin{equation*}
f(k, \theta)=f_{\mathrm{r}}(k, \theta)+f_{\mathrm{res}}(k, \theta) \tag{9.3}
\end{equation*}
$$

where

$$
\begin{equation*}
f_{\mathrm{r}}(k, \theta)=-\frac{a}{2} \exp \left(-2 i \beta \sin \frac{\theta}{2}\right)\left(1+\frac{i}{2 \beta \sin ^{3} \frac{\theta}{2}}+\cdots\right) \tag{9.4}
\end{equation*}
$$

is the "reflection" amplitude and

$$
\begin{align*}
& f_{\mathrm{res}}(k, \theta)=e^{-i \pi / 6} \frac{a}{2}\left(\frac{2}{\beta}\right)^{1 / 6}(\pi \sin \theta)^{-1 / 2} \\
& \cdot\left\{e^{-i \pi / 4} \sum_{n} \frac{\exp \left(i \lambda_{n} \delta_{0}^{\prime}\right)}{\left[A i^{\prime}\left(-x_{n}\right)\right]^{2}}+\sum_{m=1}^{\infty}(-1)^{m} \sum_{n} \frac{1}{\left[A i^{\prime}\left(-x_{n}\right)\right]^{2}}\right.  \tag{9.5}\\
& \cdot {\left.\left[\exp \left(i \lambda_{n} \gamma_{m}^{\prime}+i \frac{\pi}{4}\right)+\exp \left(i \lambda_{n} \delta_{m}^{\prime}-i \frac{\pi}{4}\right)\right]\right\} }
\end{align*}
$$



Fig. 11. Geometrically reflected ray in direction $\theta$.
where, according to (5.7) and (5.8),

$$
\begin{equation*}
\gamma_{m}^{\prime}=2 m \pi-\theta, \quad \delta_{m}^{\prime}=2 m \pi+\theta \tag{9.6}
\end{equation*}
$$

The main term of (9.4) corresponds to the geometrical optics approximation, whereas ( 9.5 ) represents the radiation from the surface waves.

The expression (9.4) was obtained as a limiting case of (6.23), so that it represents the contribution from the neighborhood of the saddle point (9.2) in (6.6) or (6.31). It may also be derived by substituting directly in (6.6) or (6.31) the expansion

$$
\begin{equation*}
H_{\lambda}^{(1)}(\rho) \approx\left(\frac{2}{\pi \rho}\right)^{1 / 2} \exp \left[i\left(\rho-\lambda \frac{\pi}{2}-\frac{\pi}{4}\right)\right] \quad(\rho \rightarrow \infty) \tag{9.7}
\end{equation*}
$$

which leads to

$$
\begin{equation*}
f_{\mathrm{r}}(k, \theta)=\frac{i}{k} \int_{\Gamma} \frac{H_{\lambda}^{(2)}(\beta)}{H_{\lambda}^{(1)}(\beta)} Q_{\lambda-1 / 2}^{(1)}(\cos \theta) \lambda d \lambda \tag{9.8}
\end{equation*}
$$

As in (6.6) or (6.31), the path $\Gamma$ crosses the real axis at the saddle point (9.2), at an angle of $-\pi / 4$ (Fig. 12). Since the main contribution arises from the neighborhood of this point, the path of integration may be extended to infinity on both sides, provided that the integral converges.

According to Appendix A and (C.7), the integrand of (9.8) behaves at infinity like $\exp [i \lambda(2 \pi-\theta)]$ in region C of Fig. 12 and like $\exp (-i \lambda \theta)$ in region $A$. Thus, for $\theta \neq 0$, the path $\Gamma$ may begin at infinity in $C$ and end at infinity in


Fig. 12. Paths of integration for (9.8). $\times \times \times$ Poles of $S(\lambda, \beta)$.
A. In particular, it is equivalent to the path $\Gamma^{\prime}$ of Fig. 12, which is taken to be symmetrical about the origin. This will be useful later on.

Substituting (6.14) and (C.7) in (9.8) and employing (6.21), we are led again to (9.4).

The result (9.4) can no longer be applied when the correction terms in the expression within brackets become comparable to the main term, i.e., for $\theta \lesssim$ $\beta^{-1 / 3}$. Furthermore, the asymptotic expansion (C.7) of $Q_{\lambda-1 / 2}^{(1)}(\cos \theta)$ for $\theta=\pi-\epsilon$ is only valid for $|\lambda \epsilon| \gg 1$ or, with $\lambda=\bar{\lambda}=\beta \sin (\epsilon / 2) \approx \beta \epsilon / 2$, for $\epsilon \gg \beta^{-1 / 2}$. Thus the conditions for the validity of the above results are

$$
\begin{equation*}
\theta \gg \beta^{-1 / 3}, \quad \pi-\theta \gg \beta^{-1 / 2} \tag{9.9}
\end{equation*}
$$

In the next sections, we shall examine what happens near the forward and backward directions, when these conditions are no longer satisfied.

## B. The Neighborhood of the Forward Direction

Let us consider first the neighborhood of the forward direction, defined by $\theta \lesssim \beta^{-1 / 3}$. In this domain, not only does (9.4) lose its validity, but also the residue series involving $\delta_{0}{ }^{\prime}$ in (9.5) is no longer rapidly convergent, so that we must make a rearrangement similar to that of Section VIII, namely,

$$
\begin{equation*}
f(k, \theta)=f_{0}(k, \theta)+\tilde{f}_{\mathrm{res}}(k, \theta) \tag{9.10}
\end{equation*}
$$

where, according to Section VIII and (C.11),

$$
\begin{equation*}
\tilde{f}_{\mathrm{res}}(k, \theta)=e^{-i \pi / 6} a\left(\frac{\beta}{2}\right)^{1 / 3}\left(\frac{\theta}{\sin \theta}\right)^{1 / 2} \sum_{m=1}^{\infty}(-1)^{m} \sum_{n} \frac{\exp \left(2 i m \pi \lambda_{n}\right)}{\left[A i^{\prime}\left(-x_{n}\right)\right]^{2}} J_{0}\left(\lambda_{n} \theta\right), \tag{9.11}
\end{equation*}
$$

and $f_{0}(k, \theta)$ is defined by

$$
\begin{equation*}
\psi_{0} \approx e^{i k z}+f_{0}(k, \theta) e^{i k r} / r \quad(r \rightarrow \infty) \tag{9.12}
\end{equation*}
$$

where $\psi_{0}$ is given by (8.3).
Since (8.10) remains valid for $r \rightarrow \infty$, we find at once that

$$
\begin{align*}
& \psi_{01}+\psi_{02}=i \frac{e^{i k r}}{r} a\left(\frac{\beta}{2}\right)^{1 / 3}\left(\frac{\theta}{\sin \theta}\right)^{1 / 2}\left\{e^{2 i \pi / 3} \int_{-\infty}^{0} \frac{A i\left(x e^{-2 i \pi / 3}\right)}{A i\left(x e^{2 i \pi / 3}\right)}\right. \\
& \times J_{0}\left[\beta \theta+\left(\frac{\beta}{2}\right)^{1 / 3} \theta x\right] d x+e^{2 \pi / 3} \int_{0}^{\infty} \frac{A i(x)}{A i\left(x e^{2 i \pi / 3}\right)}  \tag{9.13}\\
&\left.\times J_{0}\left[\beta \theta+\left(\frac{\beta}{2}\right)^{1 / 3} \theta x\right] d x\right\} \quad(r \rightarrow \infty)
\end{align*}
$$

According to (8.3), we have

$$
\begin{equation*}
\psi_{03}=\left(\frac{\pi}{2 \rho}\right)^{1 / 2} e^{-i \pi / 4}\left(\int_{0}^{\sigma_{2} \infty}-\int_{0}^{\beta}\right) H_{\lambda}^{(1)}(\rho) P_{\lambda-1 / 2}(\cos \theta) e^{i \lambda \pi / 2} \lambda d \lambda . \tag{9.14}
\end{equation*}
$$

In the integral from 0 to $\beta$, we can replace $H_{\lambda}^{(1)}(\rho)$ by its asymptotic expansion for $\rho \rightarrow \infty$, so that

$$
\begin{align*}
& \psi_{03} \approx \frac{i}{k} \frac{e^{i k r}}{r} \int_{0}^{\beta} P_{\lambda-1 / 2}(\cos \theta) \lambda d \lambda+\left(\frac{\pi}{2 \rho}\right)^{1 / 2} e^{-i \pi / 4} \\
& \times \int_{0}^{\sigma_{2} \infty} H_{\lambda}^{(1)}(\rho) P_{\lambda-1 ; 2}(\cos \theta) e^{i \lambda \pi / 2} \lambda d \lambda \quad(r \rightarrow \infty) \tag{9.15}
\end{align*}
$$

On the other hand, since

$$
\begin{equation*}
\tan (\pi \lambda)=i-2 i \frac{e^{2 i \pi \lambda}}{1+e^{2 i \pi \lambda}} \tag{9.16}
\end{equation*}
$$

it follows from (2.34), with $\sigma=\sigma_{2}$ (cf. Fig. 2 and Fig. 6), that

$$
\begin{align*}
e^{i \rho \cos \theta} & =\left(\frac{\pi}{2 \rho}\right)^{1 / 2} e^{-i \pi / 4} \int_{0}^{\sigma_{2} \infty} H_{\lambda}^{(1)}(\rho) P_{\lambda-1 / 2}(\cos \theta) e^{i \lambda \pi / 2} \lambda d \lambda-\Delta  \tag{9.17}\\
\Delta(\rho, \theta) & =\left(\frac{2 \pi}{\rho}\right)^{1 / 2} e^{-i \pi / 4} \int_{0}^{i \infty} H_{\lambda}^{(1)}(\rho) P_{\lambda-1 / 2}(\cos \theta) e^{i \lambda \pi / 2} \frac{e^{2 i \pi \lambda}}{1+e^{2 i \pi \lambda}} \lambda d \lambda . \tag{9.18}
\end{align*}
$$

In the last integral, the path of integration has been shifted to the positive imaginary axis, which is allowed because of the extra convergence factor
$\exp (2 i \pi \lambda)$. Substituting (9.17) in (9.15), we get

$$
\begin{equation*}
\psi_{\| 3}=e^{i \rho \cos \times \theta}+\frac{i}{h} \frac{e^{i k r}}{r} \int_{0}^{\beta} P_{\lambda-1 / 2}(\cos \theta) \lambda d \lambda+\Delta \quad(r \rightarrow \infty) . \tag{9.19}
\end{equation*}
$$

The second term of this expression can be evaluated by inserting for $P_{\lambda-1 / 2}(\cos \theta)$ the uniform asymptotic expansion (C.11) and integrating term by term with the help of the well-known formula

$$
\begin{equation*}
\int x^{-n+1} J_{n}(x) d x=-x^{-n+1} J_{n-1}(x) \tag{9.20}
\end{equation*}
$$

The result is

$$
\begin{equation*}
\frac{i}{k} \int_{0}^{\beta} P_{\lambda-1 / 2}(\cos \theta) \lambda d \lambda=i k a^{2}\left(\frac{\theta}{\sin \theta}\right)^{1 / 2}\left[\frac{J_{1}(\beta \theta)}{\beta \theta}+O\left(\beta^{-2}\right)\right] \tag{9.21}
\end{equation*}
$$

On the other hand, making $\lambda=i \mu$ in (9.18), we find

$$
\begin{equation*}
|\Delta|<\left(\frac{2 \pi}{\rho}\right)^{1 / 2} \int_{0}^{\infty} e^{-\mu \pi i 2}\left|H_{i \mu}^{(1)}(\rho)\right|\left|P_{i \mu-1 / 2}(\cos \theta)\right| e^{-2 \pi \mu} \mu d \mu \tag{9.22}
\end{equation*}
$$

According to Watson (25), we may employ, for all $\mu \geqq 0$ and $\rho \gg 1$, the asymptotic expansion

$$
\begin{align*}
& H_{i \mu}^{(1)}(\rho) \approx\left(\frac{2}{\pi}\right)^{1 / 2}\left(\rho^{2}+\mu^{2}\right)^{-1 / 4} \\
& \cdot \exp \left\{i\left[\left(\rho^{2}+\mu^{2}\right)^{1 / 2}-\mu \sinh ^{-1} \frac{\mu}{\rho}-\frac{\pi}{4}\right]+\frac{\pi \mu}{2}\right\}, \tag{9.23}
\end{align*}
$$

so that

$$
\begin{equation*}
\left|H_{i \mu}^{(1)}(\rho)\right| \lesssim\left(\frac{2}{\pi \rho}\right)^{1 / 2} e^{\pi \mu / 2} \tag{9.24}
\end{equation*}
$$

Furthermore, according to (C.12),

$$
\begin{equation*}
\left|P_{i \mu-1 / 2}(\cos \theta)\right| \leqq(\cos \theta)^{-1 / 2} e^{\pi / 2} \quad(0 \leqq \theta<\pi / 2) \tag{9.25}
\end{equation*}
$$

Substituting (9.24) and (9.25) in (9.22), we find

$$
\begin{equation*}
|\Delta|<\frac{8}{9 \pi^{2}}(\cos \theta)^{-1 / 2} \rho^{-1} \quad(\gamma \rightarrow \infty) \tag{9.26}
\end{equation*}
$$

Since we are only interested in the domain $\theta \lesssim \beta^{-1 / 3}$, it follows from (9.19), (9.21), and (9.26) that

$$
\begin{equation*}
\psi_{03} \approx e^{i \rho \tau a s \theta}+i k a^{2}\left(\frac{\theta}{\sin \theta}\right)^{1 / 2}\left[\frac{J_{1}(\beta \theta)}{\beta \theta}+O\left(\beta^{-2}\right)\right] \frac{e^{i k r}}{r} \quad(r \rightarrow \infty) \tag{9.27}
\end{equation*}
$$

Combining this with (9.13), we finally obtain

$$
\begin{equation*}
f_{0}(k, \theta) \approx \frac{i k a^{2}}{2}\left(\frac{\theta}{\sin \theta}\right)^{1 / 2}\left[g_{\mathrm{cl}}(k, \theta)+g_{\mathrm{F}}(k, \theta)\right], \tag{9.28}
\end{equation*}
$$

where

$$
\begin{align*}
g_{\mathrm{cl}}(k, \theta) & =2 J_{1}(\beta \theta) / \beta \theta  \tag{9.29}\\
g_{\mathbf{F}}(k, \theta) & =(2 / \beta)^{2 / 3} F(0, \iota, v), \tag{9.30}
\end{align*}
$$

$F(s, t, v)$ being defined in (8.14).
Except for the substitution $\sin \theta \rightarrow \theta$, which is allowed in this order of approximation, (9.29) coincides with the classical Fraunhofer diffraction pattern of a circular dise or aperture (26). The other term $g_{F}$ may be called the Fock correction term ( $\mathrm{P}^{7}$ ).

The forward scattering amplitude is obtained by setting $\theta=0$ in (9.28):

$$
\begin{equation*}
f_{0}(k, 0) \approx 1 / 2 i k a^{2}\left(1+2\left(\beta^{-2 / 3}+\cdots\right)\right. \tag{9.31}
\end{equation*}
$$

where $C$ is given by (7.42) and (7.43). This result also follows from (8.29), by taking $z \gg \beta a$.

The total cross section is obtained from (9.31) with the help of the wellknown "optical theorem"

$$
\begin{equation*}
\sigma=\frac{4 \pi}{k} \operatorname{Im} f(k, 0)=\pi a^{2}\left(2+1.9923 \beta^{-2 / 3}+\cdots\right) \tag{9.32}
\end{equation*}
$$

where we have employed (7.43).
This result was first derived by Rubinow and $W_{u}$ (20). Higher-order terms in the expansion in powers of $\beta^{-2 / 3}$ have been computed by $\mathrm{Wu}(264)$ and by Beckmann and Franz (28). They involve the coefficients $M_{n}$ defined in (8.27).

If $\theta \ll \beta^{-1: 3}$, we may employ (8.42) with $s=0$. The result is

$$
\begin{align*}
f_{0}(l, \theta)= & \frac{1}{2} i k a^{2}\left(\frac{\theta}{\sin \theta}\right)^{1 / 2}\left\{2 \frac{J_{1}(\beta \theta)}{\beta \theta}+\left(\frac{2}{\beta}\right)^{2 / 3}\right. \\
& \left.\cdot\left[M_{0} J_{0}(\beta \theta)-M_{1}\left(\frac{\beta}{2}\right)^{1 / 3} \theta J_{1}(\beta \theta)+\cdots\right]\right\} \\
= & \frac{1}{2} i k a^{2}\left\{2 \frac{J_{1}(\beta \theta)}{\beta \theta}+e^{i \pi / 3} \beta^{-2 / 3}\left[1.9923 J_{0}(\beta \theta)\right.\right.  \tag{9.33}\\
& \left.\left.\quad+0.6706 \beta^{1 / 3} \theta J_{1}(\beta \theta)+\cdots\right]\right\} \quad\left(\theta \ll \beta^{-1 / 3}\right),
\end{align*}
$$

where we have employed (8.28). This is also a limiting form of (8.43) for $r \gg \beta a$.
The first term of (9.33), which gives rise to the well-known forward diffraction
peak, dominates throughout the region $\theta \ll \beta^{-1 / 3}$. The corrections are of the order $\beta^{1 / 3} \theta$.

If $\theta$ becomes $\gg \beta^{-1 / 3}$, we must recover (9.3). To show this, let us rewrite $F(0, t, v)$ as follows (cf. (8.14) and (8.21)):

$$
\begin{align*}
e^{-i \pi / 3} F(0, t, v)=\int_{0}^{\infty} \frac{A i(x)}{A i\left(x e^{-2 i \pi / 3}\right)} J_{0}(v- & \left.t e^{i \pi ; 3} x\right) d x  \tag{9.34}\\
& +\int_{0}^{\infty} \frac{A i(x)}{A i\left(x e^{2 i \pi / 3}\right)} J_{0}(v+t x) d x .
\end{align*}
$$

Let us make the decomposition: $J_{0}=\left[H_{0}^{(1)}+H_{0}^{(2)}\right] / 2$ and substitute $x=e^{-2 i \pi / 3} x^{\prime}$ in the first integral in $H_{0}^{(1)}$, employing also the relation (D.3).

The result is

$$
\begin{align*}
& 2 e^{-i \pi / 3} F(0, t, v)=\int_{0}^{\infty} \frac{A i(x)}{A i\left(x e^{-2 i \pi / 3}\right)} H_{0}^{(2)}\left(v-t e^{-i \pi / 3} x\right) d x \\
& +\int_{0}^{\infty} \frac{A i(x)}{A i\left(x e^{2 i \pi / 3}\right)} H_{0}^{(2)}(v+t x) d x+\int_{\Gamma} \frac{A i(x)}{A i\left(x e^{2 i \pi / 3}\right)} H_{0}^{(1)}(v+t x) d x  \tag{9.35}\\
& \\
& \quad+\frac{e^{-i \pi / 3}}{t} \int_{v}^{\infty e^{2 i \pi / 3}} H_{0}^{(1)}(x) d x
\end{align*}
$$

where $\Gamma$ is the path of integration shown in Fig. 10. This path can be closed at infinity, reducing the integral to a residue series

$$
\begin{equation*}
\int_{\Gamma} \approx-e^{-i \pi / 4}\left(\frac{2}{\pi v}\right)^{1 / 2} e^{i v} \sum_{n} \frac{\exp \left(i e^{i \pi / 3} t x_{n}\right)}{\left[A i^{\prime}\left(-x_{n}\right)\right]^{2}} \tag{9.36}
\end{equation*}
$$

where $-x_{n}$ are the zeros of the Airy function and we have replaced $H_{0}^{(1)}$ by its asymptotic expansion.

Since $v \gg t \gg 1$, the Hankel functions may be replaced by their asymptotic expansions also in the other terms of (9.35). By partial integration, we find

$$
\begin{equation*}
\int_{v}^{\infty e^{2 i \pi / 3}} H_{0}^{(1)}(x) d x=e^{i \pi / 4}\left(\frac{2}{\pi v}\right)^{1 / 2} e^{i v}\left[1+O\left(v^{-1}\right)\right] \tag{9.37}
\end{equation*}
$$

The asymptotic expansion of the second term of (9.35) can also be obtained by partial integration. The first term has a saddle point at

$$
\begin{equation*}
\bar{x}=e^{i \pi / 3} t^{2} / 4 \tag{9.38}
\end{equation*}
$$

as can be verified by replacing the Airy functions by their asymptotic expansion
(D.4). In addition to the saddle point, we must take into account the contribution from the lower limit of integration. The result is

$$
\begin{align*}
& \int_{0}^{\infty} \frac{A i(x)}{A i\left(x e^{-2 i \pi / 3}\right)} H_{0}^{(2)}\left(v-t e^{-i \pi / 3} x\right) d x \\
& \quad+\int_{0}^{\infty} \frac{A i(x)}{A i\left(x e^{2 i \pi / 3}\right)} H_{0}^{(2)}(v+t x) d x \approx\left(\frac{2 t}{v}\right)^{1 / 2} e^{i \pi / 6} \exp \left(-i v+\frac{i t^{3}}{12}\right)  \tag{9.39}\\
& \quad+\left(\frac{2}{\pi v}\right)^{1 / 2} \frac{e^{-i \pi / 3}}{t} \exp \left[-i\left(v+\frac{\pi}{4}\right)\right]+\cdots,
\end{align*}
$$

where the first term represents the contribution from the saddle point and the second one those from the lower limits of integration.

It follows from (9.35) to (9.39) that

$$
\begin{align*}
F(0, t, v) & \approx i\left(\frac{t}{2 v}\right)^{1 / 2} \exp \left(-i v+\frac{i t^{3}}{12}\right)-\frac{1}{t}\left(\frac{2}{\pi v}\right)^{1 / 2} \cos \left(v-\frac{3 \pi}{4}\right) \\
& -\frac{e^{i \pi / 12}}{(2 \pi v)^{1 / 2}} \sum_{n} \frac{\exp \left(i v+i e^{i \pi / 3} t x_{n}\right)}{\left[A i^{\prime}\left(-x_{n}\right)\right]^{2}}+\cdots \quad(v \gg t \gg 1) . \tag{9.40}
\end{align*}
$$

Substituting this result in (9.28) to (9.30), and replacing $J_{1}(\beta \theta)$ by its asymptotic expansion, it is found that the main term of this expansion is cancelled by the second term of (9.40), leaving us with

$$
\begin{align*}
f_{0}(k, \theta) \approx- & \frac{a}{2}\left(\frac{\theta}{\sin \theta}\right)^{1 / 2} \exp \left\{-2 i \beta\left[\frac{\theta}{2}-\frac{1}{3!}\left(\frac{\theta}{2}\right)^{3}\right]\right\} \\
& +e^{-5 i \pi / 12} \frac{a}{2}\left(\frac{2}{\beta}\right)^{1 / 6} \frac{1}{(\pi \sin \theta)^{1 / 2}} \sum_{n} \frac{\exp \left(i \lambda_{n} \theta\right)}{\left[A i^{\prime}\left(-x_{n}\right)\right]^{2}} \quad\left(\theta \gg \beta^{-1 / 3}\right) \tag{9.41}
\end{align*}
$$

The second term is identical to the residue series involving $\delta_{0}{ }^{\prime}$ in (9.5). The exponent of the first term is the expansion of $-2 i \beta \sin (\theta / 2)$ up to the term of order $\beta \theta^{3}$. Thus, in the domain where $\beta \theta^{3} \gg 1$ but the next term in this expansion can be neglected (and at the same time $\theta / \sin \theta \approx 1$ ), the first term of ( 9.40 ) coincides with the main term of the reflection amplitude (9.4).

Therefore, (9.10) goes over smoothly into (9.3) when $\theta$ becomes $\gg \beta^{-1 / 3}$ but, just as was found in Section VIII, the Fock functions cannot be employed for too large values of $\theta$. Their angular domain of validity is just sufficient to make a smooth transition.

The transition from the forward diffraction peak to the region of geometrical reflection takes place in the domain $\theta \sim \beta^{-1 / 3}$. In this domain, we must employ
the expression (cf. (9.10), (9.11), (9.28) to (9.30) and (9.34)):

$$
\begin{align*}
& j(k, \theta)=\frac{1}{2} i k a^{2}\left(\frac{\theta}{\sin \theta}\right)^{1 / 2}\left\{2 \frac{I_{1}(\beta \theta)}{\beta \theta}+\left(\frac{2}{\beta}\right)^{2 / 3}\left[\int_{0}^{\infty} \frac{A i(x)}{A i\left(x e^{-2 i \pi / 3}\right)}\right.\right. \\
& \cdot J_{11}\left(\beta \theta-e^{-i \pi / 3}\left(\frac{\beta}{2}\right)^{1 / 3} \theta x\right) d x+\int_{0}^{\infty} \frac{A i(x)}{A i\left(x e^{2 i \pi / 3}\right)} \\
&\left.\left.\cdot J_{0}\left(\beta \theta+\left(\frac{\beta}{2}\right)^{1 / 3} \theta x\right) d x\right]+\cdots\right\}+e^{-i \pi / 6} a\left(\frac{\beta}{2}\right)^{1 / 3}  \tag{9.42}\\
& \cdot\left(\frac{\theta}{\sin \theta}\right)^{1 / 2} \sum_{m=1}^{\infty}(-1)^{m} \sum_{n} \frac{\exp \left(2 i m \pi \lambda_{n}\right)}{\left[A i^{\prime}\left(-x_{n}\right)\right]^{2}} J_{0}\left(\lambda_{n} \theta\right) \\
&\left(0 \leqq \theta \leqq \beta^{-1 / 3}\right),
\end{align*}
$$

where, for $\theta \sim \beta^{-1 / 3}$, the Fock-type functions should be computed by numerical methods. Some related functions have already been tabulated (22, 29), but there seem to exist no tables for those appearing in (9.42).

## C. The Neighborhood of the Backward Direction

There remains to consider only the neighborhood of the backward direction, i.e., according to (9.9), the domain

$$
\begin{equation*}
\theta=\pi-\epsilon, \quad \epsilon \lesssim \beta^{-1 / 2} . \tag{9.43}
\end{equation*}
$$

The expression for $f(k, \theta)$ in this domain may be obtained similarly to (9.8), by substituting (9.7) in (6.30) and (6.35):

$$
\begin{equation*}
f(k, \theta)=f_{\mathrm{r}}(k, \theta)+f_{\mathrm{res}}(k, \theta), \tag{9.44}
\end{equation*}
$$

where

$$
\begin{align*}
f_{\mathrm{r}}(k, \theta) & =\frac{i}{k} \int_{0}^{\dot{\sigma} \infty} \frac{H_{\lambda}^{(2)}(\beta)}{H_{\lambda}^{(1)}(\beta)} P_{\lambda-1 / 2}(-\cos \theta) \tan (\pi \lambda) e^{-i \pi \lambda} \lambda d \lambda,  \tag{9.45}\\
f_{\mathrm{res}}(k, \theta) & =-i \frac{\pi}{k} \sum_{n} \frac{\lambda_{n} r_{n}(\beta)}{\cos \pi \lambda_{n}} P_{\lambda_{n-1 / 2}}(-\cos \theta) . \tag{9.46}
\end{align*}
$$

The path of integration in (9.45) is the upper half of the path $\Gamma^{\prime}$ shown in Fig. 12. Actually, (9.45) can also be obtained from (9.8), by taking the integral along the symmetric path $\Gamma^{\prime}$ and then applying the same transformation that led from (6.30) to (6.31).

Substituting (2.18), (3.16), and (9.43) in (9.46), and employing the uniform asymptotic expansion (C.11), we get

$$
\begin{align*}
& f_{\mathrm{rcs}}(k, \pi-\epsilon) \approx-e^{i \pi / 3} a\left(\frac{\beta}{2}\right)^{1 / 3}\left(\frac{\epsilon}{\sin \epsilon}\right)^{1 / 2} \\
& \cdot \sum_{m=0}^{\infty}(-1)^{m} \sum_{n} \frac{\exp \left[i(2 m+1) \pi \lambda_{n}\right]}{\left[A i^{\prime}\left(-x_{n}\right)\right]^{2}} J_{v}\left(\lambda_{n} \epsilon\right), \tag{9.47}
\end{align*}
$$

which in also a limiting case of (6.38). In particular, if $\epsilon \gg \beta^{-1}$, we may replace $J_{11}\left(\lambda_{u} \epsilon\right)$ by its asymptotic expansion and (9.47) goes over into (9.5), as may casily be verified.

In (9.45), we may employ the expansion (6.14), which remains valid even for $|\lambda| \ll \beta$. According to (9.2), the main contribution to the integral arises from the neighborhood of the lower limit, i.e. from the domain

$$
\begin{equation*}
|\lambda| \lesssim \beta^{-1 / 2} \tag{9.48}
\end{equation*}
$$

Thus, we can expand the exponent and the other terms of (6.14) in powers of $\lambda / \beta$, with the following result
$e^{-i \pi \lambda} H_{\lambda}^{(2)}(\beta) / H_{\lambda}^{(1)}(\beta)=i e^{-2 i \beta} \exp \left(-i \lambda^{2} / \beta\right)\left(1+\frac{i}{4 \beta}-\frac{i \lambda^{4}}{12 \beta^{3}}+\cdots\right)$,
where we have kept all correction terms up to the order $\beta^{-1}$, according to (9.48).
On the other hand, $P_{\lambda-1 / 2}(-\cos \theta)=P_{\lambda-1 / 2}(\cos \epsilon)$ and, according to (9.43) and (9.48), the relevant portion of the domain of integration corresponds to $|\lambda \epsilon| \lesssim 1$, so that we may employ the expansion (C.9).

Making the change of variable appropriate to the steepest descent path (of. Fig. 12)

$$
\begin{equation*}
\lambda=e^{3 i \pi / 4} \beta^{1 / 2} x=\alpha x, \tag{9.50}
\end{equation*}
$$

we finally get from (9.45)

$$
\begin{align*}
f_{\mathrm{r}}(k, \pi-\epsilon) & =i a e^{-2 i \beta}\left[\left(1+\frac{i}{4 \beta}\right) \int_{0}^{\infty} \exp \left(-x^{2}\right) J_{0}(\omega x) \tan (\pi \alpha x) x d x\right. \\
& +\frac{i}{12 \beta} \int_{0}^{\infty} \exp \left(-x^{2}\right) J_{0}(\omega x) \tan (\pi \alpha x) x^{5} d x+\frac{\omega}{6} \sin ^{2} \frac{\epsilon}{2} \\
& \times \int_{0}^{\infty} \exp \left(-x^{2}\right) J_{3}(\omega x) \tan (\pi \alpha x) x^{2} d x-\sin ^{2} \frac{\epsilon}{2}  \tag{9.51}\\
& \times \int_{0}^{\infty} \exp \left(-x^{2}\right) J_{2}(\omega x) \tan (\pi \alpha x) x d x+\frac{1}{2 \omega} \sin ^{2} \frac{\epsilon}{2} \\
& \left.\times \int_{0}^{\infty} \exp \left(-x^{2}\right) J_{1}(\omega x) \tan (\pi \alpha x) d x+O\left(\beta^{-2}\right)\right]
\end{align*}
$$

where

$$
\begin{equation*}
\omega=2 e^{3 i \pi / 4} \beta^{1 / 2} \sin (\epsilon / 2)=2 \alpha \sin \left(\epsilon_{i} 2\right) \tag{9.52}
\end{equation*}
$$

and the upper limit of integration has been extended to $x$, since large values of $x$ give no significant contribution. Note that $|\omega| \lesssim 1$ according to (9.43).

The evaluation of the integrals appearing in (9.51) is taken up in Appendix $F$. The result is given by (F.13). Expanding $\omega^{2}=-4 i \beta \sin ^{2} \epsilon_{/}^{\prime} 2$ in powers of $\epsilon^{2}$ and taking into account (9.43), we finally get

$$
\begin{array}{r}
f_{\mathrm{r}}(k, \pi-\epsilon)=-\frac{a}{2} \exp \left[-2 i \beta\left(1-\frac{\epsilon^{2}}{8}\right)\right]\left[1+\frac{i}{2 \beta}-\frac{i \beta \epsilon^{4}}{192}+O\left(\beta^{-2}\right)\right]  \tag{9.53}\\
\left(0 \leqq \epsilon \lesssim \beta^{-1 / 2}\right)
\end{array}
$$

As may readily be verified, this result coincides with the expansion of (9.4) in powers of $\epsilon^{2}$, within the domain $\epsilon \lesssim \beta^{-1 / 2}$. Thus, (9.4) is uniformly valid up to $\theta=\pi$. This had often been assumed in previous work, on account of the regularity of ( 9.4 ) up to $\theta=\pi$. Obviously, however, such regularity constitutes no proof of the validity of (9.4), since the asymptotic expansion (C.7), employed in its derivation, is no longer applicable in this domain.

Since (9.47) also remains valid for $\epsilon \gg \beta^{-1}$, we conclude that

$$
\begin{align*}
& f(k, \theta)=-\frac{a}{2} \exp \left(-2 i \beta \sin \frac{\theta}{2}\right)\left(1+\frac{i}{2 \beta \sin ^{3} \frac{\theta}{2}}+\cdots\right) \\
&-e^{i \pi / 3} a\left(\frac{\beta}{2}\right)^{1 / 3}\left(\frac{\pi-\theta}{\sin \theta}\right)^{1 / 2}  \tag{9.54}\\
& \times \sum_{m=0}^{\infty}(-1)^{m} \sum_{n} \frac{\exp \left[i(2 m+1) \pi \lambda_{n}\right]}{\left[A i^{\prime}\left(-x_{n}\right)\right]^{2}} J_{0}\left[\lambda_{n}(\pi-\theta)\right]
\end{align*}
$$

uniformly throughout the whole domain

$$
\begin{equation*}
\beta^{-1 / 3} \ll \theta \leqq \pi . \tag{9.55}
\end{equation*}
$$

Together with (9.42), this determines the behavior of $f(k, \theta)$ for $0 \leqq \theta \leqq \pi$.

## D. Direct Transformation of the Scattering Amplitude

The expressions for $f(k, \theta)$ employed in the above discussion were obtained by letting $r \rightarrow \infty$ in the representations previously derived for $\psi(r, \theta)$. The advantage of this method is to make clear the connection between the behavior of the wave function in the near and in the far regions, as well as the physical interpretation of the various terms. However, one may ask whether it is possible to bypass the limiting procedure and to derive the same results directly from
the partial-wave expansion of $f(k, \theta)$,

$$
\begin{equation*}
f(k, \theta)=\sum_{l=0}^{\infty} \frac{(2 l+1)}{2 i k}\left[S_{l}(k)-1\right] P_{l}(\cos \theta), \tag{9.56}
\end{equation*}
$$

where $S_{l}$ is given by (2.3).
It is well known (30) that Watson's transformation, in the form usually applied to Yukawa-type potentials, cannot be applied to (9.56) in the case of a cutoff polential (including, in particular, the case of a hard sphere). This is essentially due to the asymptotic behavior of the $S$-function as $|\lambda| \rightarrow \infty$, $|\arg \lambda|-\pi / 2$.

Modified versions of Watson's transformation have been employed for this purpose (31, 32). However, the proposed modifications still lead to singular integrals, ${ }^{5}$ so that the difficulty is not overcome.

It will now be shown that it is indeed possible to derive all the representations for $f(k, \theta)$ employed above directly from (9.56).

Let us start by applying Poisson's sum formula (2.12) :

$$
\begin{equation*}
f(k, \theta)=\frac{i}{k} \sum_{m=-\infty}^{\infty}(-1)^{m} \int_{0}^{\infty}[1-S(\lambda, k)] P_{\lambda-1 ; 2}(\cos \theta) e^{2 i m \pi \lambda} \lambda d \lambda \tag{9.57}
\end{equation*}
$$

where $S(\lambda, k)$ is given by (3.1). It follows from (2.15) that

$$
\begin{equation*}
S(-\lambda, k)=e^{2 i \pi \lambda} S(\lambda, k), \tag{9.58}
\end{equation*}
$$

so that, making $\lambda \rightarrow-\lambda$ in the sum from $m=-1$ to $-\infty$, we get

$$
\begin{align*}
& f(k, \theta)=\frac{i}{k} \sum_{m=0}^{\infty}(-1)^{m}\left\{\int_{-\infty}^{0}\left[e^{2 i \pi \lambda}-S(\lambda, k)\right] P_{\lambda-1 / 2}(\cos \theta) e^{2 i m \pi \lambda} \lambda d \lambda\right. \\
&\left.+\int_{0}^{\infty}[1-S(\lambda, k)] P_{\lambda-1 / 2}(\cos \theta) e^{2 i m \pi \lambda} \lambda d \lambda\right\} . \tag{9.59}
\end{align*}
$$

Note that

$$
\begin{equation*}
e^{2 i \pi \lambda}-S(\lambda, k)=2 e^{i \pi \lambda} J_{-\lambda}(\beta) / H_{\lambda}^{(1)}(\beta) \tag{9.60}
\end{equation*}
$$

According to Appendix A and (C.8), the integrand of the first integral in (9.59), for all $m \geqq 0$, goes to zero at least exponentially for $|\lambda| \rightarrow \infty$ in the second quadrant. Thus, we may shift the path of integration to the positive imaginary axis, from $i \infty$ to 0 . Writing

$$
e^{2 i \pi \lambda}-S(\lambda, k)=e^{2 i \pi \lambda}-1+1-S(\lambda, k)
$$

${ }^{5}$ Cf. Eqs. (26)-(27) and the related discussion on p. 328 of (31) and Eqs. (5)-(8) and (48) of (32).
in the corresponding terms for $m \geqq 1$, and employing the identity

$$
\begin{equation*}
\sum_{m=1}^{\infty}(-1)^{m}\left(e^{2 i \pi \lambda}-1\right) e^{2 i n \lambda \pi}=e^{2 i \pi \lambda}\left(\frac{2}{1+e^{2 i \pi \lambda}}-1\right) \tag{9.61}
\end{equation*}
$$

we get

$$
\begin{equation*}
f(k, \theta)=f_{0}(k, \theta)+\tilde{f}_{\mathrm{res}}(k, \theta) \tag{9.62}
\end{equation*}
$$

where

$$
\begin{align*}
f_{0}(k, \theta)= & \frac{i}{k} \int_{0}^{\infty}[1-S(\lambda, k)] P_{\lambda-1 / 2}(\cos \theta) \lambda d \lambda  \tag{9.63}\\
& \quad-\frac{i}{k} \int_{i \infty}^{0} S(\lambda, k) P_{\lambda-1 / 2}(\cos \theta) \lambda d \lambda+\Delta_{1} \\
\Delta_{1}= & \frac{2 i}{k} \int_{i \infty}^{0} \frac{e^{2 i \pi \lambda}}{1+e^{2 i \pi \lambda}} P_{\lambda-1 / 2}(\cos \theta) \lambda d \lambda  \tag{9.64}\\
\tilde{f}_{\mathrm{res}}(k, \theta)= & \frac{i}{k} \sum_{m=1}^{\infty}(-1)^{m} \int_{C}[1-S(\lambda, k)] P_{\lambda-1 / 2}(\cos \theta) e^{2 i m \pi \lambda} \lambda d \lambda \tag{9.65}
\end{align*}
$$

and $C$ is the path shown in Fig. 13, going from $i \infty$ to 0 and from 0 to $\propto$.
It follows from Appendix A that this path may be closed at infinity in the first quadrant, so that

$$
\begin{equation*}
\tilde{f}_{\mathrm{res}}(k, \theta)=\frac{2 \pi}{k} \sum_{m=1}^{\infty}(-1)^{m} \sum_{n=1}^{\infty} \lambda_{n} r_{n} \exp \left(2 i m \pi \lambda_{n}\right) P_{\lambda_{n}-1 / 2}(\cos \theta) \tag{9.66}
\end{equation*}
$$

where $\lambda_{n}$ are the poles of $S(\lambda, k)$ and $r_{n}$ are the corresponding residues, given by (3.14). This corresponds exactly to (9.11).

On the other hand, we may rewrite (9.63) as

$$
\begin{equation*}
f_{0}(k, \theta)=f_{01}+f_{02}+f_{03} \tag{9.67}
\end{equation*}
$$

where

$$
\begin{align*}
& f_{01}+f_{02}=\frac{i}{h}\left(\int_{i \infty}^{0}+\int_{0}^{\beta}\right) \frac{H_{\lambda}^{(2)}(\beta)}{H_{\lambda}^{(1)}(\beta)} P_{\lambda-1 / 2}(\cos \theta) \lambda d \lambda  \tag{9.68}\\
&+\frac{2 i}{k} \int_{\beta}^{\infty} \frac{J_{\lambda}(\beta)}{H_{\lambda}^{(1)}(\beta)} P_{\lambda-1 / 2}(\cos \theta) \lambda d \lambda
\end{align*}
$$

and

$$
\begin{equation*}
f_{03}=\frac{i}{k} \int_{0}^{\beta} P_{\lambda-1 / 2}(\cos \theta) \lambda d \lambda+\Delta_{1} \tag{9.69}
\end{equation*}
$$

The first integral in (9.68) may also be taken along the path $C^{\prime}$ from $\sigma_{1} \infty$ to


Fig. 13. Paths of integration in the $\lambda$ plane. $\times \times \times$-Poles of $S(\lambda, \beta)$.
$\beta$ shown in Fig. 13. Since the main contribution to both integrals arises from the neighborhood of $\lambda=\beta$, where we may employ the approximations (7.33) and (7.34), we see that ( 9.68 ) corresponds to ( 9.13 ). Similarly, ( 9.69 ) corresponds to (9.19). Just an in (9.26), it can be shown that

$$
\begin{equation*}
\Delta_{1} \left\lvert\, \leqq \frac{8}{9 \pi^{2} k(\cos \theta)^{1 / 2}}\right. \tag{9.70}
\end{equation*}
$$

so that the contribution from $\Delta_{1}$, which is independent of $a$, would be included in the correction term of order $\beta^{-2}$ in (9.27).

Thus, (9.62) leads to the same results as (9.10) and is the appropriate splitting of $f(k, \theta)$ in the domain $\theta \lesssim \beta^{-1 / 3}$.

Now let us consider the domain $\theta \gg \beta^{-1 / 3}$. In this case, the integrals containing $Q_{\lambda-1 / 2}^{(2)}(\cos \theta)$ in (9.63) can also be reduced to residue series. For this purpose, let us add and subtract the (convergent) integral

$$
\int_{i \infty}^{0} Q_{\lambda-1 / 2}^{(2)}(\cos \theta) \lambda d \lambda
$$

and rewrite (9.62) to (9.65) as follows:

$$
\begin{equation*}
f(k, \theta)=f_{\mathbf{r}}(k, \theta)+f_{\mathrm{res}}(k, \theta) \tag{9.71}
\end{equation*}
$$

where

$$
\begin{equation*}
f_{\mathrm{res}}^{\prime}(k, \theta)=\tilde{f}_{\mathrm{res}}(k, \theta)+(2 \pi / k) \sum_{n=1}^{\infty} \lambda_{\mu} r_{n} Q_{\lambda_{n}-1 / 2}^{(2)}(\cos \theta), \tag{9.72}
\end{equation*}
$$

$\tilde{f}_{\text {res }}$ being given by ( 9.66 ), and

$$
\begin{align*}
& f_{\mathrm{r}}(k, \theta)=-\frac{i}{k} \int_{i \infty}^{0}\left[S(\lambda, k) Q_{\lambda-1 / 2}^{(1)}(\cos \theta)+Q_{\lambda-1 / 2}^{(2)}(\cos \theta)\right] \lambda d \lambda \\
&+\frac{i}{k} \int_{0}^{\infty}[1-S(\lambda, k)] Q_{\lambda-1 / 2}^{(1)}(\cos \theta) \lambda d \lambda+\Delta_{1} \tag{9.73}
\end{align*}
$$

From the discussion given in connection with (9.8) and (9.59) and from (C.7) it follows that the path of integration in the first integral of (9.73) may be deformed away from the imaginary axis into the second quadrant, so as to coincide with the upper half of the path $\Gamma^{\prime}$ in Fig. 12. Similarly, according to Appendix A and (C.7), the path of integration in the second integral may be deformed within the region $A$ of Fig. 12, so as to coincide with the lower half of $\Gamma^{\prime}$. This leads to
$f_{\mathrm{r}}(k, \theta)=-\frac{i}{k} \int_{\dot{\sigma} \infty}^{-\bar{\sigma} \infty} S(\lambda, k) Q_{\lambda-1 / 2}^{(1)}(\cos \theta) \lambda d \lambda$
$-\frac{i}{k} \int_{\dot{\sigma} \infty}^{0}\left[Q_{\lambda-1 / 2}^{(2)}(\cos \theta)+Q_{-\lambda-1 / 2}^{(1)}(\cos \theta)-2 \frac{e^{2 i \pi \lambda}}{1+e^{2 i \pi \lambda}} P_{\lambda-1 / 2}(\cos \theta)\right] \lambda d \lambda$,
where the integrals are taken along the path $\Gamma^{\prime}$. We have also made $\lambda \rightarrow-\lambda$ in the integral of $Q_{\lambda-1 / 2}^{(1)}$ and employed (9.64) (with the path of integration shifted to $\Gamma^{\prime}$ ).

It follows from (C.5) and (C.6) that the expression within square brackets in (9.74) is identically zero, so that we are left with

$$
\begin{equation*}
f_{\mathrm{r}}(k, \theta)=-\frac{i}{k} \int_{\dot{\partial} \infty}^{-\bar{j} \infty} S(\lambda, k) Q_{\lambda-1 / 2}^{(1)}(\cos \theta) \lambda d \lambda \tag{9.75}
\end{equation*}
$$

in exact agreement with (9.8). Since (9.72) also corresponds to (9.5), we see that the splitting (9.71) is equivalent to (9.3).

Furthermore, just as in (9.45), we may rewrite (9.75) as

$$
\begin{equation*}
f_{\mathrm{r}}(k, \theta)=-\frac{i}{k} \int_{0}^{\sigma \infty} S(\lambda, k) P_{\lambda-1 / 2}(-\cos \theta) \tan (\pi \lambda) e^{-i \pi \lambda} \lambda d \lambda \tag{9.76}
\end{equation*}
$$

and, with the help of the identity (6.33), we may rewrite (9.72) as

$$
\begin{align*}
& f_{\mathrm{res}}(k, \theta) \\
& \quad=-(2 \pi i / k) \sum_{m=0}^{\infty}(-1)^{m} \sum_{n=1}^{\infty} \lambda_{n} r_{n} \exp \left[i(2 m+1) \pi \lambda_{n}\right] P_{\lambda_{n}-1 / 2}(-\cos \theta), \tag{9.77}
\end{align*}
$$

which, according to (2.18), is equivalent to (9.46).
The results (9.76) and (9.77) remain valid up to $\theta=\pi$ and correspond to those employed in (9.44). In this form, the splitting (9.71) may be employed for $\beta^{-1 / 3} \ll \theta \leqq \pi$.

In conclusion, according to (9.62), (9.64), (9.66), (9.67) to (9.69), (9.71), (9.76), and (9.77), the modified Watson transformation may be expressed as follows:

$$
\begin{align*}
& f(k, \theta)=-\frac{i}{k} \int_{C^{\prime}} S(\lambda, k) P_{\lambda-1 / 2}(\cos \theta) \lambda d \lambda+\frac{i}{k} \int_{\beta}^{\infty}[1-S(\lambda, k)] \\
& \quad \times P_{\lambda-1 / 2}(\cos \theta) \lambda d \lambda+\frac{i}{k} \int_{0}^{\beta} P_{\lambda-1 / 2}(\cos \theta) \lambda d \lambda+\frac{2 i}{k} \int_{i \infty}^{\theta} \frac{e^{2 i \pi \lambda}}{1+\rho^{2 i \pi \lambda}}  \tag{9.78}\\
& \times P_{\lambda-1 / 2}(\cos \theta) \lambda d \lambda+\frac{2 \pi}{k} \sum_{m=1}^{\infty}(-1)^{m} \sum_{n=1}^{\infty} \lambda_{n} r_{n} \exp \left(2 i m \pi \lambda_{n}\right) P_{\lambda_{n}-1 / 2}(\cos \theta)
\end{align*}
$$

where the path $C^{\prime}$ is shown in Fig. 13, and

$$
\begin{align*}
f(k, \theta) & =\frac{i}{k} \int_{\tilde{\sigma} \infty}^{0} S(\lambda, k) P_{\lambda-1 / 2}(-\cos \theta) \tan (\pi \lambda) e^{-i \pi \lambda} \lambda d \lambda \\
& -\frac{2 \pi i}{k} \sum_{m=0}^{\infty}(-1)^{m} \sum_{n=1}^{\infty} \lambda_{n} r_{n} \exp \left[i(2 m+1) \pi \lambda_{n}\right] P_{\lambda_{n}-1 / 2}(-\cos \theta) \tag{9.79}
\end{align*}
$$

where the integral may also be expressed in the equivalent form (9.75).
Both of these representations are exact and their terms have a direct physical interpretation, as discussed above. They may be employed to obtain higherorder corrections to the results derived in the present section: (9.78) should be employed for $0 \leqq \theta \leqq \beta^{-1 / 3}$ and (9.79) for $\beta^{-1 / 3} \ll \theta \leqq \pi$.

## X. CONCLUSION

The main results obtained in the present work may be summarized as follows:
(i) The high-frequency behavior of the wave function in scattering by a totally reflecting sphere may be completely determined, both in the near and in the far regions of space, by means of a modified Watson transformation, based upon Poisson's sum formula. Each term in the transformed series has a direct physical interpretation. This procedure has the advantage that it does not require a reevaluation of the whole residue series in going over from the shadow to the lit region, but only of that part of the lowest-order term that would not correspond to a rapidly converging series, thus showing clearly the connection between shadow and lit region.
(ii) It is necessary to apply different representations in the forward and backward half-spaces. It is already clear from the singularity of $P_{\lambda-1 / 2}(x)$ at $x=-1$ that one cannot have a single representation for all values of $\theta$ : one needs a representation in terms of $P_{\lambda-1 / 2}(\cos \theta)$ near $\theta=0$ and one in terms of $P_{\lambda-1 / 2}(-\cos \theta)$ near $\theta=\pi$. The present treatment is based upon the integral representations (2.34) and (2.35) of the primary wave. In the forward half-


Fig. 14. Division into regions (the angles are greatly exaggerated). The separation between regions is indicated by the broken lines.
space, we employ (2.16) and (2.17); in the backward half-space, we must employ (6.29), (6.30) and (6.34).
(iii) A rigorous proof of Watson's transformation is based upon a study of the behavior of the integrand for $|\lambda| \rightarrow \infty, \arg \lambda \rightarrow \pi / 2$, as well as of the asymptotic behavior of the poles and their residues. It follows from this discussion that the residue series (4.15) converges in the whole forward half-space $0 \leqq \theta<\pi / 2$, but it is only useful in this form in the domain where it is rapidly convergent, i.e. within the shadow region. This happens in the domain $r \ll$ $\beta^{1 / 3} a, \theta_{11}-\theta \gg \beta^{-1 / 3}$, where $\theta_{0}=\sin ^{-1}(a / r)$ is the shadow boundary angle. This domain, which may be called the deep shadow region, is represented by the shaded area in Fig. 14.
(iv) The wave function in the deep shadow region is given by (5.7), which represents a superposition of "diffracted rays" arising from the surface waves associated with the poles of the $S$-function in the complex angular momentum planc. These poles do not show the typical Regge behavior associated with Yukawa-type potentials. The physical interpretation of these terms is in agreement with Keller's geometrical theory of diffraction: they give rise to an exponentially damped wave function in the angular variable. However, this interpretation can be applied, at a given frequency, only to the lowest-order
poles, and loses its validity when the damping within one wavelength becomes appreciable. The higher-order poles, however, give a negligible contribution. The exponential damping in the deep shadow should be contrasted with the much weaker damping found in the case of a circular dise: the shadow of the where is much darker than that of the dise (27, p. 463). Physically, the reason for this result is that the intensity thrown into the shadow by diffraction at the edge of the dise is much greater than that due to diffraction around a curved surface. Classical diffraction theory, which predicts the same behavior for the -phere and the dise, fails in this domain.
(v) In the lit region, sufficiently far from the shadow boundary $\left(\theta-\theta_{0} \gg \beta^{-1: 3}\right)$, the WKB expansion for the wave function has been confirmed up to the second order. The expression (6.23) for the reflected wave is valid both in the forward and in the backward half-space, although the derivation is different in the two cases. In this region, we also find the continuation of the surface waves, but they are masked by the much greater contribution from the incident and reflected waves, except in the immediate vicinity of the shadow boundary.
(vi) On the surface of the sphere, Kirchhoff's approximation (7.1)-(7.2) for the normal derivative of the wave function is accurate, except within the penumbra region, $|\theta-(\pi / 2)| \lesssim \beta^{-1 / 3}$ (Fig. 14). The behavior in this region is deseribed hy Fork's function (7.11)-(7.13), which interpolates smoothly between the values on the lit and on the shadow regions. However, it cannot be employed too far beyond the penumbra. The penumbra or, equivalently, the corresponding angulin' momentum domain $|\lambda-\beta| \lesssim \beta^{-1 / 3}$, is responsible, in the sense of Huygens' Principle, for the main corrections to classical diffraction theory.
(vii) The neighborhood of the shadow boundary, $\left|\theta-\theta_{0}\right| \ll \beta^{-1 / 3}$, at distances $\beta^{-1 / 3} a \ll z \ll \beta^{1 / 3} a$, is denoted as the Fresnel region in Fig. 14. In this region, the main term of the angular diffraction pattern corresponds to the classical Fresnel pattern of a straight edge, with small corrections, representing the effect of the curvature of the sphere (cf. (7.44)). One of these corrections is the shift of the shadow boundary, denoted by $s$ in Fig. 14. It is given by ( $7 . \bar{i} 0$ ), in agreement with a conjecture made by Rubinow and Keller (21).

The solution in this region is still not in agreement with the result given by classical diffraction theory, which would be analogous to the Fresnel pattern of a slit, rather than an edge. In fact, it would contain, in addition to (7.28), a contribution from the diametrically opposite edge, corresponding to $\Psi_{0}^{(2)}$, which is actually replaced by a rapidly convergent residue series (cf. (7.21)).
(viii) In the Fresnel-Lommel region, $\theta \lesssim \theta_{0}, \beta^{1 / 3} a \ll r \ll \beta a$ (Fig. 14), the main term of the wave function corresponds to Lommel's classical solution (8.17) for the diffraction of a plane wave by a circular disc. The main correction term is given by the Fock-type function (8.14), which also gives rise to a smooth
tramsition to the deep shadow and to the lit region. Along the axis, starting at a distance $z \sim \beta^{1 / 3} a$, we find the well-known Poisson spot, which artually corresponds to a conc (Figg. 14) of angular opening $\sim \beta^{-1}$, surrounded by diffraction rings (cf. (8.43)).
(ix) In the Fraunhofer region, $r \gg \beta a$, the wave function is given by (9.1). For $\beta^{-1 / 3} \ll \theta \leqq \pi$, the scattering amplitude is given by (9.54), the main term of which corresponds to geometrical reflection. For $\theta \lll \beta^{-1 / 3}$, the amplitude is dominated by the forward diffraction peak (cf. (9.33)), which corresponds to the classical result for a circular disc. In the transition domain $\theta \sim \beta^{-1 / 3}$, we have to employ (9.42), which again may be continued smoothly up to the region of geometrical reflection. Higher-order corrections may be obtained from the exact representations (9.78) and (9.79), which result from applying the modified Watson transformation directly to the scattering amplitude.
(x) Fock-type functions such as (7.13), (7.39), (8.14), (8.20), and (9.34) play an important role in linking the domains of geometrical optics and classical diffraction theory. In view of this role, which probably is not restricted to the present example, but is of more general validity, it would be desirable to construct tables and graphs of these functions. Only in a few cases is this material presently available.

Possible applications and extensions of the present treatment include the problem of a transparent sphere (square well potential in quantum mechanics), which will be discussed in a subsequent paper.

## APPENDIX A. ASYMPTOTIC BEHAVIOR OF THE CYLINDRICAL FUNCTIONS

The asymptotic behavior of the cylindrical functions $Z_{\lambda}(x), x>0$, in the complex $\lambda$ plane may be derived from the formulae given by Watson (25, p. 262). The results are graphically presented in Fig. 15. ${ }^{6}$ The notation is as follows:

$$
\begin{align*}
& A(\lambda, x)=(2 / \pi)^{1 / 2}\left(\lambda^{2}-x^{2}\right)^{-1 / 4}  \tag{A.1}\\
& \alpha(\lambda, x)=\left(\lambda^{2}-x^{2}\right)^{1 / 2}-\lambda \ln \left[\frac{\lambda}{x}+\frac{\left(\lambda^{2}-x^{2}\right)^{1 / 2}}{x}\right] \tag{A.2}
\end{align*}
$$

where the branch of $\left(\lambda^{2}-x^{2}\right)^{1 / 2}$ to be taken is specified by the condition

$$
\begin{equation*}
\left(\lambda^{2}-x^{2}\right)^{1 / 2} \rightarrow \lambda=|\lambda| \exp (i \varphi) \quad(-\pi<\varphi \leqq \pi) \quad \text { for }|\lambda| \rightarrow \infty \tag{A.3}
\end{equation*}
$$

Thus,

$$
\begin{equation*}
A \rightarrow\left(\frac{2}{\pi \lambda}\right)^{1 / 2}, \quad e^{\alpha} \rightarrow\left(\frac{e x}{2 \lambda}\right)^{\lambda} \text { for }|\lambda| \rightarrow \infty \tag{A.4}
\end{equation*}
$$

The asymptotic behavior of $H_{\lambda}^{(1)}(x), H_{\lambda}^{(2)}(x)$ changes (Stokes' phenomenon)

[^0]

Fig. 15. Asymptotic behavior of the cylindrical functions $Z_{\lambda}(x)$ in the index plane ( $x>0$ ). The zeros of $H_{\lambda}^{(1)}(x)$ are asymptotically located on curves $h_{1}$ and $h_{-1}$; those of $H_{\lambda}^{(2)}(x)$, on $h_{2}$ and $h_{-2}$; those of $J_{\lambda}(x)$, on $j$ and $j^{\prime}$.
across certain branch lines, shown as thick lines in Fig. 15. For $H_{\lambda}^{(1)}(x)$, we have the curves $h_{1}(\operatorname{Re} \alpha=0, \operatorname{Im} \lambda>0)$ and $h_{-1}(\operatorname{Re}(\alpha-i \pi \lambda)=0$, $\operatorname{Im} \lambda<0)$. These curves are symmetrical with respect to the origin and the zeros of $H_{\lambda}^{(1)}(x)$ are asymptotically located on them. The curve $h_{1}$ cuts the real axis at $\lambda=x$ at an angle of $\pi / 3$. The tangent to this curve tends to the vertical direction for $|\lambda| \rightarrow \infty$. Asymptotically, the curve approaches $\lambda=\sigma|\lambda|, \eta \rightarrow-\pi / 2$, where $\sigma$ and $\eta$ are defined by (2.26) and (2.27) with $\rho$ replaced by $x$ :

$$
\begin{equation*}
\sigma=\exp \left[i\left(\frac{\pi}{2}+\epsilon\right)\right], \quad \eta=\epsilon \ln |2 \lambda / e x| . \tag{A.5}
\end{equation*}
$$

For $H_{\lambda}^{(2)}(x)$, we have the branch lines $h_{2}(\operatorname{Re} \alpha=0, \operatorname{Im} \lambda<0)$ and $h_{-2}(\operatorname{Re}(\alpha$ $+i \pi \lambda)=0, \operatorname{Im} \lambda>0$ ), which are complex conjugate to $h_{1}$ and $h_{-1}$, respectively, and where the zeros of $H_{\lambda}^{(2)}(x)$ are asymptotically located. In addition, we have the portions of the real axis denoted in Fig. 15 by $j^{\prime}$ (from $-\infty$ to $-x$ ) and $j$ (from - $x$ to $x$ ), where the zeros of $J_{\lambda}(x)$ are located.

These curves divide the $\lambda$ plane into 5 regions, $A$ to $E$ in Fig. 15, and the asymp-
totic behavior of $H_{\lambda}^{(1)}(x), H_{\lambda}^{(2)}(x), J_{\lambda}(x)$, and $J_{-\lambda}(x)$ in these regions is shown in this figure. Note that

$$
\begin{equation*}
J_{\lambda}(x) \rightarrow(2 \pi \lambda)^{-1 / 2}(e x / 2 \lambda)^{\lambda} \quad(|\lambda| \rightarrow \infty) \tag{A.6}
\end{equation*}
$$

in all regions.
For each function, there is a domain where it tends to zero for $|\lambda| \rightarrow \infty$, whereas it tends to infinity outside of this domain. For $J_{\lambda}(x)$, this domain is region $A$. For $H_{\lambda}^{(1)}(x)$, it is the domain between $h_{2}$ and the curve $\lambda=-\sigma|\lambda|$, $\eta \rightarrow-3 \pi / 2$ in the lower half-plane. For $H_{\lambda}^{(2)}(x)$, it is the domain between $h_{1}$ and the curve $\lambda=\sigma|\lambda|, \eta \rightarrow 3 \pi / 2$ in the upper half-plane. ${ }^{7}$ Finally, $J_{-\lambda}(x) \rightarrow 0$ in regions $C$ and $D$.

These results have to be modified in the neighborhood of each of the branch lines, where the two representations for the same function on different sides become of comparable order of magnitude. We then must take for the function the sum of the two representations. This is indicated by the shaded regions in Fig. 15.

Thus, we have

$$
\begin{align*}
& H_{\lambda}^{(1)}(x) \approx 2 A e^{i \pi / 4} \sinh \left(\alpha-i \frac{\pi}{4}\right) \quad \text { in } A B,  \tag{A.7}\\
& H_{\lambda}^{(1)}(x) \approx-2 A \exp \left(-i \pi \lambda-i \frac{\pi}{4}\right) \sinh \left(\alpha-i \pi \lambda+i \frac{\pi}{4}\right) \quad \text { in } D E,  \tag{A.8}\\
& H_{\lambda}^{(2)}(x) \approx-2 A \exp \left(i \pi \lambda+i \frac{\pi}{4}\right) \sinh \left(\alpha-i \pi \lambda-i \frac{\pi}{4}\right) \quad \text { in } B C,  \tag{1.9}\\
& H_{\lambda}^{(2)}(x) \approx 2 A e^{-i \pi / 4} \sinh \left(\alpha+i \frac{\pi}{4}\right) \quad \text { in } E A . \tag{A.10}
\end{align*}
$$

What is the width of the shaded regions? In $A B$, for instance, we have

$$
H_{\lambda}^{(1)}(x) \approx A\left(e^{\alpha}-i e^{-\alpha}\right)
$$

while outside of $A B$ one of the two terms dominates, so that $\exp (2|\operatorname{Re} \alpha|) \gg 1$. Thus, the boundary curves of $A B$, shown by broken lines in Fig. 15, can be defined by

$$
\begin{equation*}
\operatorname{Re} \alpha= \pm C \tag{A.11}
\end{equation*}
$$

where $C$ is a constant such that

$$
\begin{equation*}
e^{2 C} \gg 1 \tag{A.12}
\end{equation*}
$$

i.e., $e^{-2 C}$ may be neglected within the required degree of approximation.
${ }_{7}$ Franz ( 5, p. 36) incorrectly states that $E$ and $B$ are the domains where $H_{\lambda}^{(1)}(x) \rightarrow 0$, $H_{\lambda)}^{(2)}(x) \rightarrow 0$, respectively.

Asymptotically, with $\lambda=\sigma|\lambda|$, we find that (A.11) corresponds to

$$
\begin{equation*}
\left(\frac{\pi}{2}+\eta\right)|\lambda|= \pm C \tag{A.13}
\end{equation*}
$$

where $\sigma$ and $\eta$ are given by (A. $\overline{5}$ ). Thus, the angular width of the region $A B$ is

$$
\begin{equation*}
\Delta \epsilon=2(\gamma|\lambda| \ln (2|\lambda| / e x) \tag{A.14}
\end{equation*}
$$

and the corresponding are length $|\lambda| \Delta \epsilon$ tends to zero like (ln $|\lambda|)^{-1}$. Similar results are valid for the other shaded regions.

It must be noted that, due to our choice of the phase in (A.3), A goes over into $-A$ and the phase of $\alpha$ changes by $2 i \pi \lambda$ on crossing the line $j^{\prime}$, so that, in spite of appearances to the contrary, the representations for $H_{\lambda}^{(1)}(x), H_{\lambda}^{(2)}(x)$ and $J_{-\lambda}(x)$ given in Fig. 15 are continuous across $j^{\prime}$, while that for $J_{\lambda}(x)$ changes. In particular, on $j^{\prime}$ itself, with $\lambda=-\mu$, we find

$$
\begin{align*}
J_{-\mu}(x) \approx A(\mu, x)\{\sin (\pi \mu) \exp & {[-\alpha(\mu, x)] } \\
& +1 / 2 \cos (\pi \mu) \exp [\alpha(\mu, x)]\}(\mu>x) \tag{A.15}
\end{align*}
$$

where $A$ and $\alpha$ are given by (A.1) and (A.2). Thus, $J_{\lambda}(x)$ has infinitely many zeros on $j^{\prime}$, located asymptotically very close to the negative integers.

The asymptotic expansions given in Fig. 15 should be employed for $|\lambda| \gg x$. For smaller values of $|\lambda|$, additional regions have to be considered (25). We shall require only a few additional results.

In region $B E$, in the neighborhood of the real axis, we may employ the Debye asymptotic expansions

$$
\begin{align*}
& H_{\lambda}^{(1,2)}(x)=(2 / \pi)^{1 / 2}\left(x^{2}-\lambda^{2}\right)^{-1 / 4} \\
& \cdot \exp \left\{ \pm i\left[\left(x^{2}-\lambda^{2}\right)^{1 / 2}-\lambda \cos ^{-1} \frac{\lambda}{x}-\frac{\pi}{4}\right]\right\}  \tag{A.16}\\
& \times\left[1 \mp \frac{i}{8\left(x^{2}-\lambda^{2}\right)^{1 / 2}}\left(1+\frac{5}{3} \frac{\lambda^{2}}{\left(x^{2}-\lambda^{2}\right)}+\cdots\right)+\cdots\right]
\end{align*}
$$

where the upper signs refer to $H_{\lambda}^{(1)}(x)$ and the lower ones to $H_{\lambda}^{(2)}(x)$, and $\left(x^{2}-\lambda^{2}\right)^{-1 / 4}>0,0<\cos ^{-1}(\lambda / x)<\pi / 2$ for $-x<\lambda<x$.

These expansions fail in the neighborhood of $\lambda= \pm x$. If $|\lambda-x|$ becomes comparable with $|\lambda|^{1 / 3}$, we must employ the expansions (34, pp. 367, 446) $H_{\lambda}^{(1,2)}(x)-2 \exp (\mp i \pi / 3)(2 / \lambda)^{1 / 3} A i\left[\exp ( \pm 2 i \pi / 3)(2 / \lambda)^{1 / 3}(\lambda-x)\right]+O\left(\lambda^{-1}\right)$,

$$
\begin{equation*}
J_{\lambda}(x)=(2 / \lambda)^{1 / 3} A i\left[(2 / \lambda)^{1 / 3}(\lambda-x)\right]+O\left(\lambda^{-1}\right) \tag{A.17}
\end{equation*}
$$

where $A i(z)$ denotes the Airy function, defined in Appendix D .


Fig. 16. Division of the $\lambda$ plane into regions; Region 1 Region 2. The two regions overlap in the cross-hatched domain. The curves in broken line correspond to those of Fig. 15.

## APPENDIX B. ASYMPTOTIC BEHAVIOR OF $g(\lambda, \beta, \rho)$

In order to prove (4.2), we note first that, according to (2.9) and (2.15),

$$
\begin{equation*}
g(-\lambda, \beta, \rho)=g(\lambda, \beta, \rho) \tag{B.1}
\end{equation*}
$$

so that it suffices to study the asymptotic behavior in the upper half-plane. For this purpose, we shall subdivide it into two overlapping regions, as shown in Fig. 16.

In region 1, we may rewrite $g(\lambda, \beta, \rho)$ as

$$
\begin{equation*}
g(\lambda, \beta, \rho)=2\left[J_{\lambda}(\beta) H_{\lambda}^{(2)}(\rho)-H_{\lambda}^{(2)}(\beta) J_{\lambda}(\rho)\right] . \tag{B.2}
\end{equation*}
$$

Substituting $J_{\lambda}$ and $H_{\lambda}^{(2)}$ by their asymptotic expansions, valid in regions $A$, $A B$ and $B$ of Fig. 15, we find

$$
\begin{align*}
& g(\lambda, \beta, \rho) \approx i A(\lambda, \beta) A(\lambda, \rho)\{\exp [\alpha(\lambda, \beta)-\alpha(\lambda, \rho)]  \tag{B.3}\\
& -\exp [-\alpha(\lambda, \beta)+\alpha(\lambda, \rho)]\} .
\end{align*}
$$

In region $2, g(\lambda, \beta, \rho)$ may be rewritten as

$$
\begin{equation*}
g(\lambda, \beta, \rho)=2 e^{i \pi \lambda}\left[H_{\lambda}^{(1)}(\beta) J_{-\lambda}(\rho)-J_{-\lambda}(\beta) H_{\lambda}^{(1)}(\rho)\right] . \tag{B.4}
\end{equation*}
$$

Substituting $H_{\lambda}^{(1)}$ and $J_{-\lambda}$ by their asymptotic expansions, valid in regions $C$, $B C$, and $B$ of Fig. 15, we are led again to the same result (B.3). Taking into account (A.4), this yields

$$
\begin{equation*}
g(\lambda, \beta, \rho) \approx \frac{2 i}{\pi \lambda}\left[\left(\frac{a}{r}\right)^{\lambda}-\left(\frac{r}{a}\right)^{\lambda}\right] \tag{B.5}
\end{equation*}
$$

for $|\lambda| \rightarrow \infty$ in the whole upper half-plane. It then follows from (B.1) that
the same result is valid in the lower half-plane. This proves the validity of (4.2) in the whole $\lambda$ plane.

## APPENDIX C. ASYMPTOTIC BEHAVIOR OF THE LEGENIDRE FUNCTIONS

The functions $Q_{v}^{(1)}(\cos \theta)$ and $Q_{\nu}^{(2)}(\cos \theta)$ employed in the present work are defined by

$$
\begin{equation*}
Q_{v}^{(1,2)}(\cos \theta)=\frac{1}{2}\left[P_{v}(\cos \theta) \pm \frac{2 i}{\pi} Q_{\nu}(\cos \theta)\right], \tag{C.1}
\end{equation*}
$$

where $P_{\nu}$ and $Q_{\nu}$ are Legendre functions of the first and second kind, respectively. We have the following relations (35):

$$
\begin{align*}
P_{\nu}(\cos \theta) & =Q_{\nu}^{(1)}(\cos \theta)+Q_{\nu}^{(2)}(\cos \theta)  \tag{C.2}\\
Q_{\lambda-1 / 2}^{(1)}(-\cos \theta) & =i e^{-i \pi \lambda} Q_{\lambda-1 / 2}^{(2)}(\cos \theta)  \tag{C.3}\\
Q_{\lambda-1 / 2}^{(2)}(-\cos \theta) & =-i e^{i \pi \lambda} Q_{\lambda-1 / 2}^{(1)}(\cos \theta)  \tag{C.4}\\
P_{\lambda-1 / 2}(-\cos \theta) & =i e^{-i \pi \lambda} P_{\lambda-1 / 2}(\cos \theta)-2 i \cos (\pi \lambda) Q_{\lambda-1 / 2}^{(1)}(\cos \theta)  \tag{C.5}\\
P_{\lambda-1 / 2}(-\cos \theta) & =-i e^{i \pi \lambda} P_{\lambda-1 / 2}(\cos \theta)+2 i \cos (\pi \lambda) Q_{\lambda-1 / 2}^{(2)}(\cos \theta) \tag{C.6}
\end{align*}
$$

Both $Q_{\lambda-1 / 2}^{(1)}$ and $Q_{\lambda-1 / 2}^{(2)}$ have poles at the negative half integers, which are cancelled in $P_{\lambda-1 / 2}$.
If $\epsilon \leqq \theta \leqq \pi-\epsilon,|\lambda| \gg 1,|\lambda| \epsilon \gg 1$, the following asymptotic expansions are valid (35, pp. 237, 240):

$$
\begin{array}{r}
Q_{\lambda-2 / 2}^{(1,2)}(\cos \theta)=\frac{\exp [\mp i(\lambda \theta-\pi / 4)]}{(2 \pi \lambda \sin \theta)^{1 / 2}}\left[1 \pm \frac{i \cot \theta}{8 \lambda}+O\left(\lambda^{-2}\right)\right] \\
P_{\lambda-1 / 2}(\cos \theta)=\left(\frac{2}{\pi \lambda \sin \theta}\right)^{1 / 2} \\
\cdot\left[\cos \left(\lambda \theta-\frac{\pi}{4}\right)+\frac{\cot \theta}{8 \lambda} \sin \left(\lambda \theta-\frac{\pi}{4}\right)+O\left(\lambda^{-2}\right)\right] \tag{C.8}
\end{array}
$$

If $0 \leqq \theta \leqq \epsilon,|\lambda| \epsilon \lesssim 1,|\lambda| \gg 1$, we may employ the expansion (35, p. 243)

$$
\begin{align*}
& P_{\lambda-1 / 2}(\cos \theta)=J_{0}(u)+\sin ^{2} \frac{\theta}{2}\left[\frac{u}{6} J_{3}(u)-J_{2}(u)+\frac{J_{1}(u)}{2 u}\right] \\
&+O\left(\sin ^{4} \frac{\theta}{2}\right) \tag{C.9}
\end{align*}
$$

where

$$
\begin{equation*}
u=2 \lambda \sin \frac{\theta}{9} \tag{C.10}
\end{equation*}
$$

A uniform asymptotic expansion of the Legendre function ${ }^{8}$ has been given by Szegö (36):

$$
\begin{align*}
P_{\lambda-1 / 2}(\cos \theta)= & \left(\frac{\theta}{\sin \theta}\right)^{1 / 2} \\
\cdot & {\left[J_{0}(\lambda \theta)+\frac{1}{8}(\theta \cot \theta-1) \frac{J_{1}(\lambda \theta)}{\lambda \theta}+O\left(\lambda^{-2}\right)\right] . } \tag{C.11}
\end{align*}
$$

This reduces to (C.8) when $|\lambda| \theta \gg 1$ and remains valid for $\theta \rightarrow 0$.
In Section IX we made use of the inequality

$$
\begin{equation*}
\left|P_{i \mu-1 / 2}(\cos \theta)\right| \leqq(\cos \theta)^{-1 / 2} \exp (\pi \mu / 2) \quad(\mu \geqq 0,0 \leqq \theta<\pi / 2) \tag{C.12}
\end{equation*}
$$

To prove this inequality, we start from the integral representation (25, p. 387)

$$
\begin{align*}
& P_{\nu}(\cos \theta)=\frac{1}{\Gamma(\nu+1)} \int_{0}^{\infty} \exp (-t \cos \theta) J_{0}(t \sin \theta) t^{\nu} d t  \tag{C.13}\\
& \quad(0<\theta<\pi / 2, \operatorname{Re}(\nu+1)>0)
\end{align*}
$$

where $\Gamma(z)$ is the Gamma function. It follows that

$$
\begin{aligned}
& \left|P_{i \mu-1 / 2}(\cos \theta)\right| \leqq \frac{1}{|\Gamma(i \mu+1 / 2)|} \int_{0}^{\infty} \exp (-t \cos \theta) t^{-1 / 2} d t \\
& \quad=(\cos \theta)^{-1 / 2} \frac{\Gamma(1 / 2)}{|\Gamma(i \mu+1 / 2)|}=\left[\frac{\cosh (\pi \mu)}{\cos \theta}\right]^{1 / 2} \leqq \frac{e^{\pi \mu / 2}}{(\cos \theta)^{1 / 2}}\left(0 \leqq \theta<\frac{\pi}{2}\right),
\end{aligned}
$$

which proves (C.12).

## APPENDIX D. THE AIRY FUNCTION

The Airy function is defined by

$$
\begin{equation*}
A i(z)=\frac{3^{1 / 3}}{\pi} \int_{0}^{\infty} \cos \left(t^{3}+3^{1 / 3} z t\right) d t . \tag{D.1}
\end{equation*}
$$

It can also be expressed in terms of Bessel functions of order $1 / 3$ (34, p. 446). We have

$$
\begin{equation*}
W\left[A i(z), A i\left(z e^{ \pm 2 i \pi / 3}\right)\right]=e^{\mp i \pi / 6} / 2 \pi, \tag{D.2}
\end{equation*}
$$

where $W$ denotes the Wronskian. Also,

$$
\begin{equation*}
A i(z)+e^{2 i \pi / 3} A i\left(z e^{2 i \pi / 3}\right)+e^{-2 i \pi / 3} A i\left(z e^{-2 i \pi / 3}\right)=0 . \tag{D.3}
\end{equation*}
$$

The asymptotic expansion of $A i(z)$ for large $|z|$ is given by (34, p. 448)
${ }^{8}$ Cf. also (37). However, there are several mistakes in the expansion given in this reference.

$$
\begin{array}{rr}
A i(z) & \approx \frac{e^{-\zeta}}{2 \pi^{1 / 2} z^{1 / 4}}\left[1+0\left(\zeta^{-1}\right)\right] \quad(|\arg z|<\pi) \\
A i(-z) \approx \pi^{-1 / 2} z^{-1 / 4}\left\{\sin \left(\zeta+\frac{\pi}{4}\right)\left[1+O\left(\zeta^{-2}\right)\right]-\cos \left(\zeta+\frac{\pi}{4}\right) O\left(\zeta^{-1}\right)\right\} \tag{D,5}
\end{array}
$$

$$
(|\arg z|<2 \pi / 3)
$$

where

$$
\begin{equation*}
\zeta=2 / 3 z^{3 / 2} \tag{D.6}
\end{equation*}
$$

The zeros of the Airy function are all located on the negative real axis. If $-x_{n}$ denotes the $n$th zero, we have, for large $n$ (34, p. 450),

$$
\begin{gather*}
x_{n}=\left[\frac{3 \pi}{2}\left(n-\frac{1}{4}\right)\right]^{2 / 3}\left[1+O\left(n^{-2}\right)\right] \quad(n \gg 1)  \tag{1}\\
A i^{\prime}\left(-x_{n}\right) \approx(-1)^{n-1} \pi^{-1 / 2}\left[\frac{3 \pi}{2}\left(n-\frac{1}{4}\right)\right]^{1 / 6} \quad(n \gg 1) \tag{D.8}
\end{gather*}
$$

The first five values of $x_{n}$ and the corresponding values of $A i^{\prime}\left(-x_{n}\right)$ are listed in Table I (34, p. 478).

## APPENDIX E. THE LOMMEL FUNCTIONS

Lommel's functions of two variables (25, pp. 537-550) are defined by

$$
\begin{equation*}
V_{v}(u, v)=\cos \left(\frac{u}{2}+\frac{v^{2}}{2 u}+\frac{\nu \pi}{2}\right)+\sum_{m=0}^{\infty}(-1)^{m}\left(\frac{u}{v}\right)^{2 m-\nu+2} I_{2 m-v+2}(v) \tag{E.1}
\end{equation*}
$$

In particular,

$$
\begin{align*}
& V_{v}(u, u)=1 / 2\left[J_{0}(u)+\cos u\right], \quad V_{1}(u, u)=-1 / 2 \sin u  \tag{E.2}\\
& V_{0}(u, 0)=1, \quad V_{1}(u, 0)=0 \tag{E.3}
\end{align*}
$$

The following integral representation is valid:

$$
\begin{array}{r}
V_{\nu}(u, v)+i V_{\nu-1}(u, v)=-\frac{v^{\nu-1}}{u^{\nu-2}} \int_{1}^{\infty} J_{1-\nu}(v t) \exp \left[i u\left(1-t^{2}\right) / 2\right] t^{-\nu+2} d t  \tag{E.4}\\
(u>0, v>0, \operatorname{Re} \nu>1 / 2)
\end{array}
$$

In particular,

$$
\begin{equation*}
\int_{1}^{\infty} J_{0}(v t) \exp \left(i u t^{2} / 2\right) t d t=(i / u) \exp (i u / 2)\left[V_{0}(u, v)+i V_{1}(u, v)\right] \tag{E.5}
\end{equation*}
$$

For large $|u|$ and fixed $v$ and $\nu$, we may employ the asymptotic expansion

$$
\begin{equation*}
V_{\nu}(u, v) \approx \sum_{m=0}^{\infty}(-1)^{m}(v / u)^{\nu+2 m} J_{-v-2 m}(v) \tag{E.6}
\end{equation*}
$$

TABLE I
The First Five Zeros of Ai $(-x)$

| $n$ | $x_{n}$ | $A i^{\prime}\left(-x_{n}\right)$ |
| :---: | :---: | :---: |
| 1 | 2.33811 | +0.70121 |
| 2 | 4.08795 | -0.80311 |
| 3 | 5.52056 | +0.86520 |
| 4 | 6.78671 | -0.91085 |
| 5 | 7.94413 | +0.94734 |

## APPENDIX F. EVALUATION OF $f_{\mathrm{r}}(k, \pi-\epsilon)$

To evaluate the first integral in (9.51), we may employ the expansion

$$
\begin{equation*}
\tan (\pi \alpha x)=i+2 i \sum_{n=1}^{\infty}(-1)^{n} \exp (2 i n \pi \alpha x) \tag{F.1}
\end{equation*}
$$

which gives

$$
\begin{align*}
& \int_{0}^{\infty} \exp \left(-x^{2}\right) J_{0}(\omega x) \tan (\pi \alpha x) x d x=i \int_{0}^{\infty} \exp \left(-x^{2}\right) J_{0}(\omega x) x d x \\
& +2 i \sum_{\pi=1}^{\infty}(-1)^{n} \int_{0}^{\infty} \exp \left(-x^{2}+2 i n \pi \alpha x\right) J_{0}(\omega x) x d x
\end{align*}
$$

According to Weber's integral formula (25, p. 393),

$$
\begin{equation*}
\int_{0}^{\infty} \exp \left(-x^{2}\right) J_{0}(\omega x) x d x=1 / 2 \exp \left(-\omega^{2} / 4\right) . \tag{F.3}
\end{equation*}
$$

On the other hand, by partial integration,

$$
\begin{equation*}
\int_{0}^{\infty} \exp \left(-x^{2}+2 i n \pi \alpha x\right) J_{0}(\omega x) x d x=-\frac{1}{(2 n \pi \alpha)^{2}}+O\left(\beta^{-2}\right) \tag{F.4}
\end{equation*}
$$

so that, finally,
$\int_{0}^{\infty} \exp \left(-x^{2}\right) J_{0}(\omega x) \tan (\pi \alpha x) x d x=\frac{i}{2} \exp \left(\frac{-\omega^{2}}{4}\right)+\frac{i}{24 \alpha^{2}}+O\left(\beta^{-2}\right)$,
where we have employed the well-known formula

$$
\begin{equation*}
\sum_{n=1}^{\infty} \frac{(-1)^{n+1}}{n^{2}}=\frac{\pi^{2}}{12} . \tag{F.6}
\end{equation*}
$$

It is clear from the above calculation that, since we are neglecting terms of the order of $\beta^{-2}$, we may replace tan ( $\pi \alpha x$ ) by $i$ in all remaining integrals of (9.51).

To compute these integrals, we employ Hankel's formula (25, p. 393):

$$
\begin{align*}
\int_{0}^{\infty} \exp & \left(-x^{2}\right) J_{n}(\omega x) x^{m-1} d x \\
& =\frac{\Gamma((m+n) / 2)}{2 \Gamma(n+1)}\left(\frac{\omega}{2}\right)^{n} \exp \left(\frac{-\omega^{2}}{4}\right) \Phi\left(\frac{n-m}{2}+1, n+1, \frac{\omega^{2}}{4}\right) \tag{F.7}
\end{align*}
$$

where $\Phi(a, b, z)$ is Kummer's confluent hypergeometric function.
Substituting the above results in (9.51), we get

$$
\begin{align*}
& f_{\mathrm{r}}(k, \pi-\epsilon)=-\frac{a}{2} e^{-2 i \beta}\left\{\left(1+\frac{i}{4 \beta}\right)\left[\exp \left(\frac{-\omega^{2}}{4}\right)+\frac{1}{12 \alpha^{2}}\right]\right. \\
&+\frac{i}{6 \beta} \exp \left(\frac{-\omega^{2}}{4}\right) \Phi\left(-2,1, \frac{\omega^{2}}{4}\right)+\frac{1}{4} \sin ^{2} \frac{\epsilon}{2} \exp \left(\frac{-\omega^{2}}{4}\right)  \tag{F.8}\\
&\left.\cdot\left[\frac{\omega^{4}}{36} \Phi\left(1,4, \frac{\omega^{2}}{4}\right)-\frac{\omega^{2}}{2} \Phi\left(1,3, \frac{\omega^{2}}{4}\right)+\Phi\left(1,2, \frac{\omega^{2}}{4}\right)\right]+O\left(\beta^{-2}\right)\right\} .
\end{align*}
$$

It follows from the definition of $\Phi(a, b, z)$ that

$$
\begin{equation*}
\Phi\left(-2,1, \frac{\omega^{2}}{4}\right)=1-\frac{\omega^{2}}{2}+\frac{\omega^{4}}{32} . \tag{F.9}
\end{equation*}
$$

On the other hand, we have (38)

$$
\begin{equation*}
\Phi(1, n+1, z)=n e^{z} z^{-n} \gamma(n, z) \tag{F.10}
\end{equation*}
$$

where $\gamma(n, z)$ is the incomplete gamma function, and

$$
\begin{equation*}
\gamma(n, z)=(n-1)!\left(1-e^{-z} \sum_{m=0}^{n-1} \frac{z^{m}}{m!}\right) \tag{F.11}
\end{equation*}
$$

so that

$$
\begin{equation*}
\Phi(1, n+1, z)=\frac{n!}{z^{n}}\left(e^{z}-\sum_{m=0}^{n-1} \frac{z^{m}}{m!}\right) \tag{F.12}
\end{equation*}
$$

Substituting (F.9) and (F.12) in (F.8) and taking into account (9.52), we finally get.

$$
\begin{equation*}
f_{\mathbf{r}}(k, \pi-\epsilon)--\frac{a}{2} \exp \left(-2 i \beta-\frac{\omega^{2}}{4}\right)\left[1+\frac{i}{2 \beta}-\frac{i \omega^{4}}{64 \beta}+O\left(\beta^{-2}\right)\right] \tag{F.13}
\end{equation*}
$$
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